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Abstract 

 

Panel count data analysis is an important research topic in socio-economic 

and biomedical fields, among others. Recently, Sutradhar, Jowaheer and Rao 

(2014) have demonstrated that the so-called GQL (generalized quasilikelihood) 

approach is more efficient than other existing popular approaches in estimating 

the regression parameters involved in the fully specified regression function of 

the mixed model for panel count data. There are however situations, where 

fully specified regression function may not be enough to explain the mean 

response of the counts. This motivates the use of a semiparametric regression 

function in such a mixed model, but the estimation of the parameters would be 

cumbersome as compared to the estimation of the parameters for parametric 

mixed model. In this paper, we examine the model mis-specification effects on 

the estimation of the regression and over-dispersion parameters by using the 

GQL approach. Consistent estimation for the proposed semi-parametric model 

is also provided. 

 

Keywords: Conditional auto-correlations; Kernel based semi-parametric 

generalized quasi-likelihood estimation; Non-parametric function; Random 

effects; Semi-parametric mixed effects regression model. 
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Introduction 

 

When repeated counts such as patent counts awarded to an industry along 

with associated covariates such as type of firm, book value of the capital, and 

time dependent research and development (R & D) expenditures are collected 

over a small period of time, it may be of interest to study the influence of the 

covariates on the repeated count responses after taking the correlations of the 

repeated responses into account. Over the last three decades, this type of panel 

count data has been analyzed by many econometricians by fitting conditional 

random effects model with so-called conditional maximum likelihood (CML) 

approach (Wooldridge (1999, eqn. (2.6), p. 79)), and the instrumental variables 

based generalized method of moments (IVGMM) (Montalvao (1997, eqn. (32), 

p. 85)) approaches. See also Hausman, Hall and Griliches (1984), Blundell, 

Griffith and Windmeijer (1995) for similar inferences. These random effects 

based mixed models are developed by using the so-called specified regression 

function. When the random effects are assumed to have normal distribution 

(Breslow and Clayton (1993), Jiang (1998), Sutradhar (2004)), the specified 

regression function becomes fully parametric. 

In some practical situations, Poisson-normal mixture based mixed model 

may, however, not satisfactorily fit the longitudinal count data. As a remedy, in 

this paper we generalize this mixed model to the so-called semi-parametric 

mixed model, where a smooth non-parametric function in time is added to the 

specified linear predictor, in order to explain the mean and the variance of the 

data well. This new semi-parametric dynamic mixed model (SDMM) along 

with its basic correlation properties are given in Section 2. Note that the 

proposed SDMM may also be treated as a generalization of the semiparametric 

dynamic fixed model (SDFM) in the longitudinal count data setup recently 

studied by Sutradhar and Warriyar (2014). For various ‘working’ correlations 

based inferences for the SDFM, we refer to Severini and Staniswalis (1994, 

Section 8), Lin and Carroll (2001), Fan et al. (2007), Fan and Wu (2008), and 

Hua (2010), among others. Because the non-parametric function involved in 

the regression function makes the estimation of the covariate effects and 

variance component of the random effects, in Section 3, we examine the effect 

of ignoring the non-parametric function on the estimation of these two 

parameters. In Section 4, we provide an outline for the estimation of the 

parameters of the SDMMs. The paper concludes in Section 5. 

 

 

Auto-correlations for Semi-parametric Mixed Model 

 

Auto-correlations for Prametric Mixed Model for Count Data 

Let tij denote the time at which the jth (j = 1,...,ni) count response is 

recorded from the ith (i = 1,...,I) individual, and yij denote this response. Next 

suppose that yi = (yi1,...,yij,...,yini)
0 

denotes the ni × 1 vector of repeated counts 

for the ith (i = 1,...,K) individual. Also suppose that these repeated count 

responses are influenced by a fixed and known p × ni 
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covariate matrix Xi
0 

= (xi1(ti1),...,xij(tij),...,xini(tini)), xij(tij) being the 

p−dimensional covariate vector for the ith individual at time point tij, as well as 

by an individual random effect γi
∗. Further because the individual random 

effect remains the same during the data collection period, it is reasonable to 

assume that conditional on this individual random effect γi
∗, any two responses 

of the ith individual collected at two different times, say yij and yik for j < k, will 

be serially correlated. We assume that conditional on the random effects, the 

repeated count responses follow an AR(1) (auto-regressive order 1) Poisson 

model [see Sutradhar (2003, Section 3) for details on this model, also see 

Sutradhar (2011, Chapter 8)]. The conditional mean, variance and correlations 

are given as follows: 

 , (1) 

and for j < k, the lag (k − j) correlation conditional on γi
∗ 
has the formula 

 , (2) 

which is free from γi
∗. 

Next because x
0

ij(tij)β +γi
∗ 

is an additive function in a marginal log linear 

model, it is reasonable to assume that  [Breslow and Clayton 

(1993), Jiang (1998), Sutradhar (2004)]. One may then show that the 

unconditional mean and variance of yij, and the correlation between yij and yik 

have 

the formulas   
 

E[Yij] =   

var[Yij] = , (3) 

and 

 , (4) 

respectively. 

 

Auto-correlations for Semi-parametric Mixed Model for Count Data 

As mentioned in the last section, in some situations in practice, the 

specified linear mixed function  may not be enough to explain the 

data, particularly the mean and variance of the data. To address this issue, it 

may be appropriate to add a non-parametric function ψ(tij) to the linear mixed 

function. Consequently, one may easily generalize the Poisson AR(1) mixed 

model to the semi-parametric mixed model, simply by substituting the linear 

mixed predictor x
0

ij(tij)β + γi
∗ 

with x
0

ij(tij)β + γi
∗ 

+ ψ(tij). Thus, as opposed to the 

formula in (1), under the proposed semi-parametric mixed model, the 

conditional mean and variance have the formulas 

 
 , (5) 

Corr 

Corr 
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and for j < k, as opposed to (2), the lag (k − j) correlation conditional on γi
∗ 

has 

the formula 

  , (6) 

which is free from . 

Next by assuming that , by similar calculations as in (3)(4), 

one may show that the unconditional mean and variance of yij, and the 

correlation between yij and yik have the formulas 

 

 

 
and 

 , (8) 

respectively. 

 

 

Naive GQL (NGQL) Estimation for Regression and Over-dispersion 

Parameters 

 
When non-parametric function ψ(tij) is ignored from the model (5), one 

goes back to the model (1)-(2) and may estimate the regression parameter β 

and over-dispersion parameter σγ
2
, by solving the GQL estimating equations 

developed based on the unconditional moments given by (3) and (4). Let yi = 

(yi1,...,yij,...,yini)
0 

be the ni ×1 vector of repeated counts, and mi(β,σγ
2
) = 

(mi1,...,mij,...,mini)
0 

and Vi,N(β,σγ
2
,ρ) = (vi,jk) : ni×ni be the mean vector and 

covariance matrix of the response vector yi under the naive model (1)-(2). Here 

mij and vi,jj are given in (3), and for j < k, the naive covariance has the formula 

. 
 

Asymptotic Bias in β Estimation 

By using the above notations, the naive GQL (NGQL) estimating equation 

for β has the form 

 , (9) 

which is, however, not an unbiased equation. This is because, under the true 

semi-parametric model (5)-(6), 

 E[Yi − mi(β,σγ
2
))] = µi(β,σγ

2
,ψ(·)) − mi(β,σγ

2
) (10) 

= [mi1{exp(ψ(ti1) − 1},...,mij{exp(ψ(tij) − 1},...,mini{exp(ψ(tini) − 1}]
0 

6= 01ni, 

unless ψ(tij) = 0 for all j = 1,...,ni. Consequently, the NGQL estimating equation 

(9) is bound to produce biased estimate for β. 

Corr 

Corr 
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To compute the bias, we first write the iterative equation to solve (9). This 

equation has the form 

 
yielding the asymptotic bias as 

(12) 

 

Asymptotic Bias in σγ
2 

Estimation 

It is standard to estimate this over-dispersion parameter by exploiting the 

second order responses. Let 

  (13) 

be the ni(ni + 1)/2 × 1 vector of second order responses, and 

ξi = [ξi,11,...,ξi,jj,...,ξi,nini,ξi,12,...,ξi,jk,...,ξi,(ni−1)ni]0 = E[Ui], 

be its expectation under the naive model (1)-(4). Note that it follows from (3)-

(4) that 

ξi,jj =   

ξi,jk 
Also, let 

=  
(14) 

cov  
under the naive model (1)-(4). One may then construct the NGQL estimating 

equation for  as 

 , (15) 

which is solved iteratively by using the iterative formula 
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By similar calculations as in Section 3.1, one may compute the asymptotic 

bias for the naive estimator of as 

 
where 

E[Ui|semiparametric model (5)-(8)] = λi 

 = [λi,11,...,λi,jj,...,λi,nini,λi,12,...,λi,jk,...,λi,(ni−1)ni]0, (18) 

with 

λi,jj =  by (7) 

λi,jk 
=  

 by (8). (19) 
 

 

Consistent Estimation for the Semiparametric Model 

 

The NGQL estimators of β and  obtained by (11) and (16) are biased and 

hence inconsistent. The bias was caused due to ignoring the non-parametric 

function ψ(·) from the model. Thus to obtain consistent estimators for these 

parameters, one has to obtain first a consistent estimator for ψ(·) for known β 

and , and then estimate these later parameters. 

 

Consistent Estimation of Non-parametric Function ψ(.) 

For notational convenience, in what follows, we 

use . 

At time point tij we now estimate the non-parametric function ψ(tij) by 

using a semi-parametric quasi-likelihood (SQL) approach. More specifically, 

similar to Severini and Staniswalis (1994), we write the SQL estimating 

equation for 

ψ(tij)|tij=t0 as 

 , (20) 

where  and  

by 

(7), and 
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  (21) 

is a kernel weight with pij as the kernel density. Note that when wij(t0) = 1 for 

all i and j, the SQL estimating equation reduces to the well known QL 

estimating equation (Wedderburn (1974)). 

Next because 

, 
the SQL estimating equation (20) reduces to 
 K ni 
 XX −1 

 wij(t0)µij[σi,jj] [yij − µij] = 0. (22) 
i=1 j=1 
Note that because σi,jj is a function of µij, by assuming ψ(·) in σi,jj is known from 

a previous iteration or so, one may compute an improved model weight by 

using 

 , (23) 

where β and  are still assumed to be known. When these weights are used in 

(22), the SQL estimating equation for ψ(·) takes the form 
 K ni 
 XX 0 2 

wij(t0)w˜ij(t0)[yij − exp(xij(tij)β + σγ/2 + ψ(t0))] = 0, (24) i=1 j=1 

yielding the improved estimate for ψ(·) as 

  . (25) 

 

Consistent Estimation of β 

In the last section, the non-parametric function ψ(tij) is estimated by (25), 

as a function of β and σγ
2
. To be precise and clear, we express this estimated 

function obtained from (25) as ψ
ˆ
(tij,β,σγ

2
), and write the mean response as a 

function of ψ
ˆ
(.) as 

 E[Yij|xij,ψˆ(·)] = µ˜ij = exp[x0ij(tij)β + σγ2/2 + ψˆ(tij,β,σγ2)] (26) 

Suppose that  is the non-stationary covariance matrix of 

yi computed by (7) and (8). One may then obtain the semi-parametric GQL 

(SGQL) estimate of β by solving the GQL estimating equation 

 , (27) 

[Sutradhar (2003)] for β, where 

, 
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with 

 
 
Because E[Yi − µ˜i] = 0, the SGQL estimating equation (27) is unbiased 

and hence it will produce consistent estimator for β. For known σγ
2 

and ρ, this 

SSGQL estimating equation may be solved for β using the well-known 

Newton-Raphson iterative procedure. To be specific, first write 

. 
Now starting with an initial value for β, each step of the following iterative 

equation 

 βˆ(r+1) = βˆ(r) − [(f0(β))−1f(β)]β=β(r) (29) 
updates the value of β until convergence. The derivative function, f0(β) at 

β = β(r) in (29) is calculated as 

. 
 

Consistent Estimation of  

Recall from Section 3.2 that ui (13) has its expectation λi (18) under the 

semi-parametric model (5)-(8). Suppose that  is the covariance 

matrix of ui. By similar calculations as for the β estimation from the last 

section, one may obtain consistent estimator of  by solving the SGQL 

estimating equation 

 , (30) 
with 

, 
where, by (19), one writes 

 

 , for j < k, (31) 
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with 

 
 = 0, (32) 
yielding 

 

 , for j < k, (33) 

Estimation of ρ 

Note that the SGQL estimating equation (27) for β and (30) for σγ
2
, require 

ρ to be known. We obtain a consistent estimator for this parameter by using a 

method of moments. To be specific, following Sutradhar (2010), we use the 

sample lag 1 auto-correlation and equate that to its population counterpart to 

construct the desired moment estimating equation for ρ. That is , for the 

moment estimate for ρ, we solve 

 , (34) 
where 

, 
with 

 

 
 

Next because, by (7)-(8), 

 , 
it then follows from (34) that 

 A1 = ρG1 + B1, (35) 

yielding 

, 
where 
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Concluding Remarks 

 

Panel count data model involves the regression parameter β, 

overdispersion parameter  and a correlation index parameter ρ, whereas a 

semi-parametric model involves these parameter and an additional non-

parametric function ψ(·) in time. It is shown in the paper that when the main 

parameters β and  are estimated ignoring ψ(·), their estimators become biased 

and hence inconsistent. As a remedy, the non-parametric function is first 

estimated consistently for known β and , and then the later parameters are 

estimated consistently. 

The correlation index parameter is also estimated consistently. 
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