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#### Abstract

The aim of this paper is mathematical modeling for predication. The model will give much information according to title, such as teachers in university (assistant lecturers, lecturers, assistant profs., Profs.) or according to proficiently rank, such as worker in government offices (first, second, ...) or according to age. Also this model combines the fuzzy sets, markov chains and Delphi techniques as predication modern techniques.
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## Manpower Model

The manpower model is the relation between manpower classes which contain the system as shown below:
Figure 1. The System Structure


So,suppose
i: the title, $\mathrm{i}=1,2,3,4$
t: years number which implies, $t=1,2,3,4$ as previous period and $\mathbf{t}=5, \ldots, 13$ as planning period.
$\mathbf{m 0}(\mathrm{t})$ : teachers number desiring appointment as first in year t .
$\mathbf{m i}(\mathrm{t})$ : teachers number according to title i in year t .
$\mathbf{r}(\mathrm{t})$ :teachers number just appointed in first degree in year t .
$\mathbf{p}_{\mathbf{i}}(1)$ : the death probability.
$\mathbf{p}_{\mathbf{i}}(2)$ : the transition probability.
pi (3): the retired probability.
$\mathbf{m}_{\mathbf{i}}{ }^{(1)}(\mathrm{t})$ : the death number.
$\mathbf{m}_{\mathbf{i}}^{(2)}(\mathrm{t})$ : the transition number.
$\mathbf{m}_{\mathrm{i}}^{(3)}(\mathrm{t})$ : the retired number.
$\mathbf{m}_{12}(\mathrm{t})$ : teachers number promtted from first rank to second rank.
$\mathbf{m}_{23}(\mathrm{t})$ : teachers number promtted from second rank tothird rank.
$\mathbf{m}_{34}(\mathrm{t})$ :teachers number promtted from third rank to fourth rank.
X: teacher age, $\min (x)=24, \max (x)=65$ (retired age).

## The Fuzzy Indexes

The fuzzy indexes are working ability measured by weight. This weight is determined by using Delphi technique through distribution questionnaire to education experts by third runs. The results are:
health $=0.15$, memory $=0.20$, comprehension $=0.22$, , nowledge $=0.23$, experience $=0.10$, organizational ability $=0.10$.

The relation between fuzzy indexes and teachers age measured by membership functions as follow:

The Membership Function between Health and Age
The relation between health and age can be defined by the following:
$\mu_{1(\mathrm{x})}=\left\{\begin{array}{cc}\frac{x}{16} & 0 \leq x \leq 16 \\ 1 & 16<x \leq 30 \\ \frac{1}{1+[a(x-30)]^{2}} & x>0, \mathrm{a}>0 \quad \text { where } a=0.04\end{array}\right.$

The Membership Function between Memory and Age
This relation can be defined by the following:

$$
\mu_{2(x)=} \quad 0 \leq x \leq 12, \begin{array}{cl}
\frac{x}{12} & 12 \leq x \leq 25 \\
1 & x>25, x>0 \text { where } b=0.025
\end{array}
$$

The Membership between Comprehension and Age

$$
\mu_{3(x)}=\left\{\begin{array}{cc}
\frac{1}{1+[c(x-30)]^{2}} & 20 \leq x \leq 30, c>0 \\
1 & 30<x \leq 55 \\
\frac{1}{1+\left[c^{\prime}(x-55)\right]^{2}} & x>25, c^{\prime}>0
\end{array}\right.
$$

The Membership Function between Knowledge and Age This relation can be defined as follow:

$$
\mu_{4(\mathrm{x})}=\left\{\begin{array}{cc}
\frac{1}{1+[d(x-45)]^{2}} & 20 \leq x \leq 45, \quad d>0 \\
1 & 45<x \leq 55 \\
\frac{1}{1+\left[c^{*}(x-55)\right]^{2}} & x>55, d>0 \text { where } d=0.075 \\
8 &
\end{array}\right.
$$

The Membership Function between Experience and Age
The relationship between experience and age can be defined as following:


The Membership Function between Organization and Age
The relation between organization and age can be defined as following:


## Fuzzy Matrix and Weighted Vector

Suppose the fuzzy matrix R: $\mathrm{R}=\left[\mu_{\mathrm{r}}(x)\right], \quad \mathrm{r}=1,2, \ldots, 6, \quad x=24, \ldots, 65$ as shown in table $1:$
And suppose the decision vector $S^{\prime}$ :
$\mathrm{S}^{\prime}=\mathrm{WR}$, where $\mathrm{W}=(0.15,0.20,0.22,0.23,0.10,0.10)$ as shown in table (2) .

Table (2) and Table (1), The fuzzy matrix $R$

| Age | $\mu 1$ | $\mu 2$ | $\mu 3$ | $\mu 4$ | $\mu 5$ | $\mu 6$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 24 | 1.0000 | 1.0000 | 0.9174 | 0.2873 | 0.5231 | 0.5204 |
| 25 | 1.0000 | 1.0000 | 0.9412 | 0.3077 | 0.5420 | 0.5525 |
| 26 | 1.0000 | 0.9988 | 0.9615 | 0.3300 | 0.5610 | 0.5863 |
| 27 | 1.0000 | 0.9951 | 0.9780 | 0.3543 | 0.5801 | 0.6217 |
| 28 | 1.0000 | 0.9891 | 0.9901 | 0.3809 | 0.5933 | 0.6586 |
| 29 | 1.0000 | 0.9808 | 0.9975 | 0.4098 | 0.6185 | 0.6966 |
| 30 | 1.0000 | 0.9703 | 1.0000 | 0.4414 | 0.6376 | 0.7353 |
| 31 | 0.9984 | 0.9578 | 1.0000 | 0.4750 | 0.6567 | 0.7742 |
| 32 | 0.9986 | 0.9434 | 1.0000 | 0.5127 | 0.6757 | 0.8127 |
| 33 | 0.9858 | 0.9273 | 1.0000 | 0.5525 | 0.6945 | 0.8501 |
| 34 | 0.9750 | 0.9097 | 1.0000 | 0.5950 | 0.7132 | 0.8853 |
| 35 | 0.9615 | 0.8909 | 1.0000 | 0.6400 | 0.7316 | 0.9174 |
| 36 | 0.9455 | 0.8709 | 1.0000 | 0.6870 | 0.7498 | 0.9455 |
| 37 | 0.9273 | 0.8501 | 1.0000 | 0.7853 | 0.7676 | 0.9686 |
| 38 | 0.9071 | 0.8285 | 1.0000 | 0.7839 | 0.7851 | 0.9858 |
| 39 | 0.8853 | 0.8064 | 1.0000 | 0.8316 | 0.8021 | 0.9964 |
| 40 | 0.8621 | 0.7839 | 1.0000 | 0.8767 | 0.8187 | 1.0000 |
| 41 | 0.8378 | 0.7613 | 1.0000 | 0.9174 | 0.8349 | 1.0000 |
| 42 | 0.8127 | 0.7385 | 1.0000 | 0.9518 | 0.8504 | 1.0000 |
| 43 | 0.7872 | 0.7159 | 1.0000 | 0.9780 | 0.8655 | 1.0000 |
| 44 | 0.7613 | 0.6934 | 1.0000 | 0.9944 | 0.8799 | 1.0000 |
| 45 | 0.7353 | 0.6711 | 1.0000 | 1.0000 | 0.8936 | 1.0000 |
| 46 | 0.7094 | 0.6493 | 1.0000 | 1.0000 | 0.9066 | 1.0000 |
| 47 | 0.6838 | 0.6278 | 1.0000 | 1.0000 | 0.9190 | 1.0000 |
| 48 | 0.6586 | 0.6068 | 1.0000 | 1.0000 | 0.9305 | 1.0000 |
| 49 | 0.6339 | 0.5863 | 1.0000 | 1.0000 | 0.9413 | 1.0000 |
| 50 | 0.6098 | 0.5664 | 1.0000 | 1.0000 | 0.9512 | 1.0000 |
| 51 | 0.5863 | 0.5470 | 1.0000 | 1.0000 | 0.9603 | 1.0000 |
| 52 | 0.5030 | 0.5283 | 1.0000 | 1.0000 | 0.9685 | 1.0000 |
| 53 | 0.5416 | 0.1501 | 1.0000 | 1.0000 | 0.9758 | 1.0000 |
| 54 | 0.5204 | 0.4926 | 1.0000 | 1.0000 | 0.9822 | 1.0000 |
| 55 | 0.5000 | 0.4756 | 1.0000 | 1.0000 | 0.9876 | 1.0000 |
| 56 | 0.4804 | 0.4593 | 0.9999 | 0.9995 | 0.9920 | 1.0000 |
| 57 | 0.4616 | 0.4436 | 0.9997 | 0.9981 | 0.9955 | 1.0000 |
| 58 | 0.4436 | 0.4284 | 0.9994 | 0.9957 | 0.9980 | 1.0000 |
| 59 | 0.4263 | 0.4139 | 0.9990 | 0.9924 | 0.9995 | 1.0000 |
| 60 | 0.4098 | 0.3999 | 0.9984 | 0.9881 | 1.0000 | 1.0000 |
| 61 | 0.3941 | 0.3865 | 0.9977 | 0.9830 | 1.0000 | 0.9920 |
| 62 | 0.3790 | 0.3735 | 0.9969 | 0.9770 | 1.0000 | 0.9686 |
| 63 | 0.3640 | 0.3012 | 0.9959 | 0.9702 | 1.0000 | 0.9321 |
| 64 | 0.3509 | 0.3493 | 0.9948 | 0.9626 | 1.0000 | 0.8853 |
| 65 | 0.3378 | 0.3378 | 0.9936 | 0.9542 | 1.0000 | 0.8316 |

The decision vector $S$

| (age) | 24 | 25 | 26 | 27 | 28 | 29 | 30 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $\mathrm{~S}^{\mathrm{i}}$ | 0.722 | 0.737 | 0.752 | 0.766 | 0.779 | 0.791 | 0.803 |


|  |  |  |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| (age) | 31 | 32 | 33 | 34 | 35 | 36 | 37 |
| $\mathrm{~S}^{\mathrm{i}}$ | 0.814 | 0.820 | 0.835 | 0.845 | 0.855 | 0.864 | 0.872 |


| (age) | 38 | 39 | 40 | 41 | 42 | 43 | 44 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $\mathrm{~S}^{\mathrm{i}}$ | 0.879 | 0.885 | 0.890 | 0.892 | 0.894 | 0.893 | 0.890 |


| (age) | 45 | 46 | 47 | 48 | 49 | 50 | 51 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $\mathrm{~S}^{\mathrm{i}}$ | 0.884 | 0.877 | 0.870 | 0.863 | 0.856 | 0.850 | 0.843 |


| (age) | 52 | 53 | 54 | 55 | 56 | 57 | 58 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $\mathrm{~S}^{\mathrm{i}}$ | 0.887 | 0.831 | 0.825 | 0.819 | 0.813 | 0.807 | 0.801 |


| (age) | 59 | 60 | 61 | 62 | 63 | 64 | 65 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $\mathrm{~S}^{1}$ | 0.795 | 0.788 | 0.781 | 0.772 | 0.762 | 0.751 | 0.739 |

The suitable accepted prompted period can be chose by the following threshold:
$0.73 \leq \lambda_{1} \leq 0.077 \leq \lambda_{2} \leq 0.82,0.82 \leq \lambda_{3} \leq 0.875, ~ 0.875 \leq \lambda_{4} \leq 1$
Then the age periods which prompted can be occurred are
$x^{(1)}=\{24,25,26,27\}, x^{(2)}=\{28,29,30,31\}$
$x^{(3)}=\{32,33,34,35,36,37\}, x^{(4)}=\{38, \ldots, 46\}$
The prompted probability is age function follow normal distribution according to Delphi technique:
$p i(x)=\frac{1}{\sigma i} \frac{1}{\sqrt{2 \pi}} \frac{e^{-(x-\bar{x} t)^{2}}}{2 \sigma_{i}^{2}}$ where $\quad x_{1}^{\prime}=25.5 \quad, \quad x_{2}^{\prime}=29.5, \lambda_{1}=1.118$, $\lambda_{2}=1.118$

## The Prompted Distribution

The prompted distribution for each titles $i$ and each age $x$ can be defined as
Follow :
$\mu_{x}(i, y, t)=\left(\begin{array}{lllll} & & & \\ & & & \\ m u_{i, 24}(t-1) & 0 & 0 & \cdots & 0 \\ 0 & m u_{i, 25} & 0 & \cdots & 0 \\ 0 & 0 & m u_{i, 26}(t-10) & 0 \\ \vdots & \vdots & \vdots & \vdots \\ 0 & 0 & 0 & m u_{i, 65}(t-1)\end{array}\right) \quad\left[p_{i, j}(x)\right]^{\mathrm{t}}$

The prob. Of teachers out from system can be found as: mi")
$\mathrm{p}_{\mathrm{i}}{ }^{(1)}=\frac{\sum_{t=1}^{4} m i^{()}(t)}{\sum_{t=1}^{4} m i(t)}, \quad \mathrm{p}^{(2)}=\frac{\sum_{t=1}^{4} m i^{()}(t)}{\sum_{t=1}^{4} m i(t)} \quad, \quad \mathrm{p}_{\mathrm{i}}^{(3)}=\frac{\sum_{t=60}^{4} m i^{\mathrm{O}}(t)}{\sum_{t=60}^{65} m i(t)}$
where pi(3) depend on 1 and year .
Table 3. The Probability of Teachers, Numbers Out of the System

| Title | $\mathbf{P 1}(3)$ | $\mathbf{p 1}(\mathbf{2})$ | $\mathbf{p 1 ( 1 )}$ |
| :---: | :---: | :---: | :---: |
| Assist lecture | 0.0000 | 0.0315 | 0.0394 |
| lecture | 0.0000 | 0.0123 | 0.0092 |
| Assist. Prof. | 0.0137 | 0.0035 | 0.0100 |
| Prof. | 0.0698 | 0.0000 | 0.0000 |

## Markova Chains

The model combines between fuzzy sets and Markova chains and could be defined as follow:
$\mu(j, t, x)=\mathrm{m}_{x}(i, j, t)+\mathrm{m}_{j}, x(t-1)-\mathrm{p}_{j}{ }^{(1)} \mathrm{m}_{j}, x(t-1)-p_{j}{ }^{i(2)} \mathrm{m}_{j}, x(t-1)-\mathrm{pi}^{(3)} \mathrm{m}_{j}, x(\mathrm{t}-1)-$ $\mathrm{m}_{x}(j, j+1, t)$.

This model can be shown by figure (2)
Figure 2. Markovian - Fuzzy Mode


## Conclusion

The fuzzy sets technique is advanced technique which can be used in making decision under uncertaininty.

As the Delphi technique has many advantages we recommend to use it for estimating optimistic time, pessimistic time and most likely time in PERT technique.

Table 4. The predication of teacher's numbers according to title and age
$\mathrm{T}=5 \quad \mathrm{t}=6 \quad \mathrm{t}=7 \quad \mathrm{t}=8 \quad \mathrm{t}=9$
$\mathrm{t}=10 \quad \mathrm{t}=11 \quad \mathrm{t}=12 \quad \mathrm{t}=13$
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