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Abstract 

 

The Central Statistical Office (CSO), Botswana and Statistics South Africa 

conduct large scale nationwide surveys on a regular basis. The survey design 

involves selection of first stage units (fsu’s) with inclusion probability 

proportional to size (IPPS)  sampling design introduced by Goodman and Kish 

(1950) and the second stage units (ssu’s) by systematic sampling scheme. 

Chaudhuri and Arnab (1982) proved that for the sampling design used by CSO, 

the variance of the population total or mean cannot be estimated unbiasedly. 

Unbiased variance estimation is required for estimating precision of the survey 

estimates, confidence interval, optimum sample size and testing of hypothesis 

amongst others. The optimum sample size is the key factor of determination of 

cost of a survey and precisions of estimates. The formula used by CSO for the 

estimation of variance is not appropriate. In this present paper, we have 

proposed a few alternative methods of variance estimation in systematic and 

complex survey designs.  
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Introduction 

 

The Central Statistical Office (CSO), Botswana and Statistics South Africa 

conduct large scale nationwide surveys on a regular basis. Both the 

organizations use the same survey design recommended by the UNDP. The 

survey design involves selection of first stage units (fsu) with inclusion 

probability proportional to size (IPPS)  sampling design introduced by 

Goodman and Kish (1950) and the second stage units (ssu’s) by systematic 

sampling scheme. CSO employed  

the same sampling design for “Household Income and Expenditure Surveys 

(HIES, 2002/03)” and “BAIS II Survey (2004)”. Chaudhuri and Arnab (1982) 

proved that for the sampling design used by CSO, the variance of the 

population total or mean cannot be estimated unbiasedly. Unbiased variance 

estimation is required for estimating precision of the survey estimates, 

confidence interval, optimum sample size and testing of hypothesis amongst 

others. The optimum sample size is the key factor of determination of cost of a 

survey and precisions of estimates. The formula used by CSO for the 

estimation of variance is not appropriate. In this paper, we have proposed a few 

alternative methods of estimation of variance other than the traditional 

approximate methods viz. Random grouping (RG), Jackknife (JK), Balanced 

Repeated Replication (BRR) and Bootstrap method (BT). 

 

 

Proposed Method 

 

Consider a finite population   consisting H strata. The h th stratum 
h

 = 

( ,.., ,.., )
1

U U U
h hi hM

h
 consists of M

h
 first-stage units (EA’s). The ith first-stage 

unit (fsu) of the hth stratum U
hi

consists of M
hi

 second stage units 

(households) ,.., ,..,
1

U U U
hi hij hiM

hi
.  The jth household of the ith enumeration 

area U
hij

 consists of  M
hij

 individuals (household size). The total number of 

individuals in the population is 
1 11

M MH h hi
M M

hiji jh
   

 
. The quantity M , is 

generally unknown since M
hij

’s are known only for the sampled households.  

Let y
hijk

 be the value of variable under study y for the unit U
hijk

, kth member 

of the householdU
hij

. The expression of the population mean is given by 

   

/
1 11 1

MN M hijH h hi
Y y M

hijki jh k
    

  
                                                 (1) 
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BAIS II & HIES Sampling Design 

Under this sampling design, from the stratum h, a sample s
h

of size m
h

 fsu 

(EA’s) is selected by following Goodman and Kish (1950, GK) sampling 

design with inclusion probability ( )m p
hi h hi

   for the hi th and 
,hi hj

  for 

hi and hj th unit ( hi hj ) of the stratum h. Here p
hi

 is the normed size measure 

of the ith unit of the hth stratum. If the unit U
hi

(EA’s) is selected in the sample 

s
h

, a sub-sample s
hi

 of size m
hi

ssu (households) is selected from U
hi

by a 

systematic sampling procedure. Finally, all the eligible members of the selected 

households were interviewed.  

 

Estimation of mean and variance 

An unbiased estimator for the population mean Y  is given by 

 

 

                                                    ˆ ˆ ˆ/
1

H
Y Y M

hh
 


                                                                 

(2)                                                                 

where  

ˆ
ˆ

Y
hiY

h i s
h hi


 


 with Ŷ M y
hi hi hi

 ,  /y Y m
hi hij hij s

hi

 


  , 
1

M
hij

Y y
hij hijkk

 


, 

ˆˆ

1

H
M Q

hh
 


                                               

ˆ
ˆ

Q
hiQ

h i s
h hi


 


, Q̂ M q
hi hi hi

 , /q Q m
hi hij hij s

hi

 


 and  Q M
hij hij

                                                 

 

Here 
ˆ

Y  given in (2) is a ratio estimator and it is approximately unbiased for Y  

at least for large sample. Now writing 
1

M
hi

Q Q
hi hijj

 


, 
1

M
h

Q Q
h hii
 


, 

( )D Y y Q
Ahij hij hij

  , ( )D Y y Q
Ahi hi hi

  ,  D̂ M d
hi hi hi

 , /d D m
hi hij hii s

hi

 


 

and ˆˆ ˆ ( )D Y y Q
Ah h h

    an approximate expression for the mean square error of 

ˆ
Y  is obtained as 

            
ˆ

( )MSE Y    
1 ˆ( )
2 1

H
Var D

hhM



 

 

                        =  
ˆ ˆ( | ) ( | )1

[ { } { }]
2 21

E D s V D sH hi hi hi hiVar E
i s i shM h hhi hi

 
  

 
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                         = 

2 ( )1
[{ ( )} { }]

2 21

sysDH hi hiVar E
i s i shM h hhi hi



 
  

 
 

  where  
2 ( )sys
hi

 = ˆ( | )V D s
hi h

= 2 2 ( )M sys
hi hi
  and 2 ( )sys

hi
 = variance of  d

hi
 given s

h
                                

                                                                                                                                                                        

Hence    

         

2 ( )1 1ˆ 2( ) [ { ( )( ) } { }]
,2 2 1 11

M M MD sysDH h h hihjhi hiMSE Y
hi hj hi hji j ihM hi hj hi


  

  
      

  
                

(3)        

                            

2 ( )1 ˆ[{ ( )} { }]
2 11

M sysH hi hiV D
GK h ihM hi




  


 

where ˆ( )}V D
GK h

= 
1 2{ ( )( ) }

,2 1

M M DDh h hjhi
hi hj hi hji j

hi hj

  
 

  
 

 

From Chaudhuri and Arnab (1982), we note that the variance (mean square 

error)
ˆ

( )MSE Y , cannot be estimated unbiasedly since no unbiased estimator of 

2 ( )sys
hi

 exist. Noting ˆ( )V D
GK h

 can be estimated uubiasedly by 

                              
)

1 , 2ˆ ˆ( ) ( )
2

,h

DDhi hj hi hj hjhiV D
GK h i j s

hi hj hi hj

  

  



  
 

                            

(4) 

Since D
hi

’s are unknown replacing D
hi

by its unbiased estimator D̂
hi

in (4), we 

find an approximate unbiased estimator of ˆ ˆ( )V D
GK h

as  

                       

ˆˆ( )
1 ,* 2ˆ ˆ( ) ( )
2

,h

DDhi hj hi hj hjhiV D
hGK i j s

hi hj hi hj

  

  



  
 

                                      

(5) 

Since no unbiased estimator of 2 2 2( ) ( )sys M sys
ihi hi

  is available, we have 

proposed a few alternative estimators for 2 ( )sys
hi

  based on the following 

section 2.3. 

 

Variance Estimation in Systematic sampling 

Let a sample s of size n be selected by linear systematic sampling procedure 

from a population (1,.., ,.., )U i N of size N . In case /N n k is an integer, an 

unbiased estimator of the population mean /i

i U

Y y N



  based on a systematic 

sample { , ,..., ( 1) }rs r r k r n k    is   
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                                                   /

r

r i

i s

y y n



                                                                                 

(6) 

The variance of ry  is given by 

                                              2

1

1
( ) ( )

k

r r

r

V y y Y
k



                                                                           

(7)                                                          

                                                       = 2[1 ( 1) ] /yn n                                                                      

(8)                     

where 2 2( ) /y i

i U

y Y N


   and 2
'

1 '

( )( ) /{ ( 1) }

r

k

j j y

r j j s

y Y y Y kn n 
  

    = 

intraclass correlation between pairs of units of the same systematic sample. 

The variance ( )sysV y cannot be estimable unbiasedly since the inclusion 

probabilities for a pair of units belonging to different systematic samples is 

zero i.e. 0ij  for ri s and 'rj s , 'r r . However, the following approximate 

estimators of ( )rV y  are suggested by Wolter (1985).  

 

Method 1: Treating systematic sample as a SRSWOR sample, ( )rV y is 

estimated by 

                                  2
1
ˆ ( ) (1 ) /yV sys f s n                                                (9)                                                                         

where 2 2( ) / ( 1)y i sys

i s

s y y n



   and /f n N . 

The estimator 1
ˆ ( )V sys possesses upward or if   greater than 1/ ( 1)N  otherwise 

it possesses downward bias.    

 

Method 2: Let the sample be { , ,..., ( 1) }rs r r k r n k     with n be even 2m (say). 

Divide the sample rs  in m groups taking two consecutive units in the same 

group. Now treating the systematic sample as a stratified sample with 2 units 

selected from each of the / 2m n strata of size 2k each by SRSWOR method 

e.g. the first 2k units of the population U correspond to first stratum, next 2k 

units as second stratum and the last 2k units for the m stratum. The proposed 

variance estimator is given by 

                                     2 2
2

1

ˆ ( ) (1 ) /

m

ri

i

V sys f n



                                                          

(10)                                                

where (2 1) 2( 1)ri r i k r i ky y       
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Method 3 &4: Let us consider difference table based on the systematic sample 

rs  as follows: 

rs  y values  ( )i  2 ( )i  

r  ry    

r k  r ky   
r k ry y  = (1)   

2r k  2r ky   
2r k r ky y  = (2)  2(2) (1) (1)     

. . .  

. . .  
( 1)r n k   ( 1)r n ky    

( 1) ( 2)r n k r n ky y    = ( 1)n   2( 1) ( 2) ( 2)n n n        

 

The variance of ( )rV y  are estimated using the above difference tables as 

follows: 

                                  
1

2
3

1

(1 ) 1ˆ ( ) { ( )}
2( 1)

n

j

f
V sys j

n n






 


                                                   

(11)                        

and  

                             
2

2 2
4

1

(1 ) 1ˆ ( ) { ( )}
6( 2)

n

j

f
V sys j

n n






 


                                                                     

(12)            

Similarly variance estimators based on higher order differences are also 

available in the literature and some of them have been listed by Wolter (1985).  

 

Method 5: Divide the sample s  of size n  into g systematic sub-samples each 

of size /n g q (assuming integer). Let y  mean of  th sub-sample. Then an 

estimator of ( )rV y  is given by 

                            2
5

1

(1 ) 1ˆ ( ) ( )
( 1)

g

r

f
V sys y y

n g g





 


                                                

(13)                            

Method 6: Cochran (1946) proposed the following estimator by estimating 

correlation between consecutive units of a population as 

                         

2

6 2

ˆ ˆ( )(1 ) /  for 0
ˆ ( )

ˆ(1 ) /  for 0 

y

y

c f s n
V sys

f s n

 



  
 

 
                                      (14)        

where   

1ˆ ˆ ˆ( ) 1 2/ 2 /( 1) andc In     
  

1
2

( 1)

0

ˆ ( )( ) / {( 1) }

n

r j k sys r jk sys y

j

y y y y n s


  



     

Method 7 & 8: The variance of systematic sample can be estimated unbiasedly 

form more than one systematic samples. Suppose we select q independent 

linear systematic samples each of  size  
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n  assuming ( / )k N n is an integer and y  be the sample mean based on the 

systematic sample   ( 1,.. )q . The combined estimator  
1

/

q

sysy y q



   is 

unbiased for Y . The variance of sysy  can be unbiasedly estimated by
 

 

                                             
2

7

1

1ˆ ( ) ( )
( 1)

q

sys sysV y y y
q q





 

                                              

(15)                             

 

In case we select q systematic samples by choosing q random start from 1 to k 

by SRSWOR method the variance of 
1

/

q

sysy y q



  can be estimated 

unbiasedly by 
 

                                        
2

8

1

(1 )ˆ ( ) ( )
( 1)

q

sys sys

f
V y y y

q q





 


                                               

(16)                            

 

 

Proposed estimators for variance: 

 

Let us denote an unbiased estimator of 2 ( )sys
hi

  based on the method j 

(j=1,…,8) given in section 2.3 be 2ˆ ( | )sys j
hi

 . Then proposed approximate 

estimators of ˆ
( )MSE Y is given by 

         

2ˆ ( | )1ˆ *ˆ ˆ ˆ( | ) [{ ( )} { }]
2ˆ 11

M sys jH hi hiM Y j V D
GK h ihM hi




  


  for 1,..,8j                                    

(17)                             

where  

          

ˆˆ( )
1 ,* 2ˆ ˆ( ) ( )
2

,h

DDhi hj hi hj hjhiV D
hGK i j s

hi hj hi hj

  

  



  
 

 and 

2 2 2ˆ ˆ( | ) ( | )sys j M sys j
ihi hi

   

Remark: It is difficult to compare performances of the proposed mean square 

(variance) estimators theoretically. Hence an empirical comparison of the 

proposed variance estimators based on HIES and BIASII survey data are 

undertaken. The findings of the empirical investigations are expected to be 

published in future publication.  
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