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Speech Synthesis of Central Mexico Spanish using Hidden 

Markov Models 
 

Carlos Franco 

 

Abel Herrera Camacho 

 

 Fernando Del Rio Avila 

 

Abstract 

 

The current century has proved being relevant in the design of new speech 

synthesizers. The incorporation of Hidden Markov Models HMM has 

changed the paradigm in the design of concatenative speech synthesizers. 

Such systems are called HMM text to speech synthesis (HTS). This paper 

describes a version adapted to central Mexico Spanish. A MOS test shows 

an intelligibility score of 3.4 and 3.1 of naturalness. 

 

Keywords: Festival speech synthesis system, Hidden Markov Models, HTS 

synthesis technique, Speech Synthesis. 
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Introduction 

 

Text to Speech synthesis aims to get closer to the goal of generating a 

synthetic voice indistinguishable from that of a real person. The described 

system´s synthetic voice was primarily recorded from an actual person. The 

phonemes are treated separately to generate any desired phrase. Therefore, 

the possibility to generate new or mixed voices is open. 

Historically, Speech Synthesis research begins during the second half of 

the twentieth century. Many changes have taken place during the last 50 

years. The predominant synthesizers designed nowadays belong to the 

concatenative type. They use phonemes or sub-phonemes as units; the units 

are then parametrized (e.g MFCC), stored and then ordered. They can be 

sought using deterministic selection trees. Figure 1 shows a block diagram 

of the different stages in a concatenative text to the speech synthesis system. 

System input is unrestricted text in the form of a character sequence, 

including numbers, abbreviations and punctuation signs. The function of the 

text normalizer is to process any non-alphanumeric characters. 

The following stages are basically the syntax/prosody analysis; text is 

fragmented in such a way that significant intonation and duration is added. 

Since the early 80s, CMU together with the University of Edinburgh 

created Festival. In such a system, they used deterministic trees from a 

database called CLUNITS (Black and Taylor, 1997). The authors developed 

a similar system for Central Mexico Spanish (Del Río and Herrera, 2003); 

the results, from both groups are very intelligible and acceptable natural 

voices. 

Hidden Markov Models (HMM) selection trees were developed by 

several research groups since the end of the last century (Falaschi et al., 

1989; Giustiniani and Pierucci, 1991). However, the most remarkable HMM 

as text to speech synthesis (HTS) is the work of Dr. Tokuda and his group. 

(Tokuda et al., 2000; Tokuda et al., 2002; Heiga and Takashi, 2005). The 

authors developed an HTS system for central Mexico Spanish using non- 

professional recordings (Herrera and Del Río, 2011).  

Also, FESTIVAL produced their own system based on HTS, called 

CLUSTERGEN (Black, 2006). Several parameterizations have been 

designed to improve the HTS synthesis quality, STRAIGHT being the most 

relevant among them (Kawahara et al., 1999; Chang and Kewley-Port, 

2004). 
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Figure 1. Block Diagram of a Concatenative Synthesizer 

 
 

 

Hidden Markov Models 
 

The Hidden Markov Models basic theory was published by Baum and 

his colleagues in a series of articles in the late 60s and early 70s. It was 

implemented by Baker in a voice processing in CMU and by Jelinek and his 

colleagues in IBM in the 70s. Nevertheless, it was during the second half of 

the 80s when the HMM theory in speech processing was better understood 

and applied. Relevant publications are Rabiner´s paper on HMM and his 

speech recognition book (Rabiner, 1989; Rabiner and Juang, 1993). 

A discrete model will be presented to introduce HMMs. An HMM is a 

set of states {Si}, whose transition probabilities are {aij}, and the 

observation probabilities of each state are {bj (k)}, each state has initial 

probabilities {πij}.  Figure 2 shows a Markov chain of N different states: 

S1, S2,…, SN, where N = 5 in terms of simplicity. 

In equally spaced time intervals, the system experiments a change of 

state (it is possible to return to the same state it began) according to a set of 

probabilities associated to that state. Let t=1, 2, … be the time instants when 

the state changes and let qt be the state of q at time t. A complete 

probabilistic description would require to specify the current state (in time 

t), as well as every previous state. For the special case of a discrete Markov 
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chain, this description is simplified to the current state and its predecessor. 

This is described in equation (1). 

 

 
 

Besides, the only considered processes are those to the right of the 

equation (1) which are time independent. Therefore, the system has a set of 

transition probabilities in states aij as indicated in equation (2). 

 

 
 

Where the states transition probabilities have basic probability 

properties described in equation (3), they conform a matrix A. 

 

 
 

 
 

Initial state probabilities are defined in equation (4): 

 

 
 

The probability distribution function of the symbol observed in j state, 

B = {b1 (k)}, is expressed in equation (5), where M is the number of 

observations in a state. All states have the same number of observations and 

the same observations. 

 

Figure 2. HMM with Five States 
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From the argument above exposed, it should be noticed that the 

complete specification of a HMM requires the specification of two 

parameters of the model (N and M), the specification of the observed 

symbols and the specification of three probabilistic measures A, B and π. 

For the sake of simplicity, it is used the notation expressed in equation (6) to 

indicate the complete set of the model parameters.  

 

 
 

Given the form of HMM, there are two basic problems for voice 

processing that need to be solved. Both problems are related on How to train 

the HMM (problem 1) and how to classify a phrase efficiently calculating 

P(O|), given the observation sequence O = O1O2…OT and model  = (A, 

B,) (problem 2).  

In HMMs there is a third problem which has little to do with speech 

processing. It consists of how to select a Markov model which most 

resembles a test phase (problem 3). Problem 1 is about optimizing the model 

parameters the best possible way, by studying a given observation sequence. 

The observation sequence used to adjust the model parameters is called 

training sequence, since it is used to train the HMM. The training problem is 

crucial for most HMM applications, since it efficiently adapts the model 

parameters to the information observed during the training stage, which 

means, creating the best models to real phenomena. 

Problem 2 is where the hidden part of the model is to be discovered, it 

means to find the correct sequence of states. It has to be clear for all cases, 

except degenerative models; there is no correct sequence of states to find. 

Therefore, for practical situations, some optimization criteria are applied to 

solve the problem accurately.  

 

Figure 3. Context Dependent HMM with Vectors 
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Unfortunately, there are several optimization criteria to choose from, 

therefore, eligibility, is a strong aspect in the task mathematical solutions to 

HMM, but the criteria are not presented; the references can be looked upon 

for that matter. 

 

 

HTS Synthesis 

 

A speech signal is decomposed in three groups of data: Excitation F0, 

Mel Cepstral Frequency Coefficients and duration.  

Each of these three groups is labeled and separately stored in Gaussian 

vectors. Each of them is at the same time a state vector in the HMM. This is 

done in order to lay up multiple variants of the same phonemes, see Figure 

3. The reason behind it is to provide the system with enough options to 

produce natural sounding utterances. State durations of each HMM are 

modeled by a multivariate Gaussian distribution. The dimensionality of a 

state duration density corresponds to the number of states in the HMM. The 

data contained in such trees will be selected afterwards using Context 

dependent HMMs. 

Context Dependent HMMs are needed to assemble the best choice of 

each F0, MFCC and density duration contained. They are determined by 

maximizing their output probability. 

The selection, once assembled is synthesized by adjusting the received 

parameters in a MLSA filter which is fed by a sinusoidal source for voiced 

sounds and a noise source for unvoiced sounds. Figure 4 summarizes the 

process. A detailed description of the MFCCs, F0, duration as well as the 

context duration HMMs is presented. 

 

MFCCs used on MLSA Filter  

 

At this point, much has been said about Mel Frequency Cepstral 

Coefficients for speech parameterization. In this case the MFCC conform a 

vector in the HMM. The MFCC will determine the parameter used in the 

Mel log Spectrum approximation filter which will produce the synthesized 

speech (Tokuda et al., 2002). 

 

F0 

 

Two types of sounds can be found during speech: voiced and unvoiced 

sounds (e.g. vowels and fricatives respectively). Voiced sounds clearly 

show a periodic F0 frequency, whereas unvoiced sounds lack of periodicity. 

These can be interpreted as noise. 

Determination of F0 for voice segments has been a challenge since the 

1960s. There are several methods aiming for that goal without succeeding in 

terms of precision for all possible phonemes in continuous speech. The 

algorithm proposed by Goncharoff and Gries (1998) has been selected for 

the current work.  



ATINER CONFERENCE PAPER SERIES No: COM2016-2071 

 

9 

The F0 data is also stored in a vector which conforms another state in 

the HMM. The voiced sounds are represented by a continuous vector 

whereas the unvoiced sounds are conformed by a discrete vector. Therefore, 

a mixture of continuous/discrete HMM is proposed by Tokuda and 

colleagues (Tokuda et al., 2002). 

 

Context Dependent HMMs 

 

It would be impossible to prepare a speech database including all 

combinations of contextual factors, such as: phone identity, stress relation 

and locality. Thus, context dependent HMM were used. 

When adapted to english by Tokuda et al., (2002), the contextual factors 

of the HMM follows the following enquiries: Utterance to phrase, phrase to 

word, word to syllable and syllable to phoneme. The same contextual 

factors were taken into account when the system was adapted to Spanish. 

 

Phoneme: 

- (preceding, current, succeeding) phoneme 

- position of current phoneme in current syllable  

 

Syllable: 

- number of phonemes at (preceding, current, succeeding) syllable 

- accent of (preceding, current, succeeding) syllable 

- stress of (preceding, current, succeeding) syllable 

- position of current syllable in current word number of (preceding, 

succeeding) stressed syllables in current phrase. 

- number of (preceding, succeeding) accented syllables in current 

- phrase 

- number of syllables (from previous, to next) stressed syllable 

- number of syllables (from previous, to next) accented syllable 

- vowel within current syllable 

 

Word: 

- guess at part of speech of (preceding, current, succeeding) word 

- number of syllables in (preceding, current, succeeding) word 

- position of current word in current phrase 

- number of (preceding, succeeding) content words in current phrase 

- number of words (from previous, to next) content word  

 

Phrase: 

- number of syllables in (preceding, current, succeeding) phrase 

- position in major phrase 

- end tone of current phrase  

 

Utterance: 

- number of syllables in current utterance  
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The procedure was done using Festival functions for speech labeling 

focused on Spanish grammatical rules via a piece of code named lexicon. 

The input voice signal to train the system consisted of 300 phrases 

recorded as wave audio files. A phonetically balanced text was recorded 

with a duration of 20 minutes. The recording took place at an anechoic 

chamber performed by a professional radio host. The signal was sampled at 

16 kHz. The sentences contents are from general topics. The synthetic 

speech timbre was remarkably like that of the speaker. 

 

 

Evaluation of System  

 

A Mean Opinion Score (MOS) test was applied to 40 people, 30 men 

and 10 women. The average age of the group was 18 to 25 years old. No 

one had suffered an auditory system illness. 

The test was a questionnaire where the subject had to listen to an audio 

file which consisted of a phrase recorded by a human speaker followed by 

the same utterance produced by the HMM synthesizer. There was a two 

second pause of silence between both phrases.  

 Each subject listened to five pair of phrases, the subject marked a grade 

for each synthetic phrase. 

The evaluated factors were naturalness and intelligibility. The listener 

valued in a scale of 0 to 5, being 0 the less natural/intelligible and 5 being 

the best. The test took around 3 minutes per listener. The total average 

scores found were 3.6 in naturalness and 3.4 in intelligibility. Figure 5 

shows the graphic results, the orange lines represent intelligibility, whereas 

the blue ones stand for naturalness. Each line represents the average of the 

sentences for that listener. 

The MOS test clearly show that the quality of our synthesized phrases 

is beyond the mean but according to the listener’s opinions we still need 

some improvement to reach the maximum marks in both: intelligibility and 

naturalness.  
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Figure 4. Speech Synthesis Scheme 

 
 

Figure 5. MOS Results 

 
 

 

Conclusions and Future Work 

 

A proposed method to improve our system consists on trying out a 

parameterization method alternative to the MFCCs which is currently the 

most popular for speech. The authors considered using Linear Spectral Pairs 

LSP which is directly derived from the classic Linear Prediction Coding 

voice parameterization. As reported by (Heiga et al., 2008) LSP based 

synthesis probed to be high quality. 

The impact of the current synthesis research is palpable since very few 

attempts of speech synthesis in the Spanish language exist in the literature. 

A successful system was developed in the Universidad de Bilbao (Erro et 

al., 2014) but their aim was basically the Basque language. 

The described system is currently one of the fewest focused on central 

Mexico Spanish, the reason for using HMMs relies on the fact that the 
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system can virtually “say” any written phrase. Whereas other speech 

synthesizers, e.g. unit-based ones, are always limited to their corpus size. 

Another important challenge is to give the system changes in 

expression, at this point, even when the voice naturalness has improved the 

phrases lack the expression to resemble a human being. 
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