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Abstract 

 

Centralized Wireless Local Area Networks (WLANs) are becoming 

increasingly popular in public hotspot deployments. This is because centralized 

networks make use of a single infrastructure network where several Access 

Points (APs) connect to the network for services such as Quality of Service 

(QoS), traffic control, access control, roaming, SNMP and billing.  Even 

though centralized network deployments are robust, secure and easily 

expandable, they pose high handover latency for mobile clients that move from 

one AP to another. While roaming, mobile clients have to perform scanning, 

authentication and association, 802.1x authentication and key management 

processes. These processes take a long time and pose a challenge for real-time 

applications that are sensitive to network latencies. This paper aims to 

experimentally evaluate the latencies involved in different processes of 

roaming under erroneous and non-erroneous conditions. The paper further 

proposes a mechanism to reduce the overall handoff latency by 260 times for 

real-time applications by eliminating the 802.1x authentication latency. 

 

Keywords: Real-time applications, roaming, authentication, association, 

802.1x. 
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Introduction 
 

Typical Wi-Fi hotspot deployments in the past were autonomous, 

consisting of a single AP connected to a single backhaul network with pre-

shared key for authentication. This type of AP is known as full MAC or fat AP 

because the entire MAC layer is built into the AP. The AP packs enough 

processing and storage capacity to manage network processes within itself. 

However, this increases the cost of deployment and is not scalable. 

A modern Wi-Fi hotspot deployment consists of a central core network 

that is connected to at least one backhaul network. Several APs are then 

connected to the central network for utilizing services such as authentication, 

association, accounting, QoS, network management and bandwidth control. In 

a centralized network, AP does not need to implement all the functionalities of 

the MAC. It may choose to only implement the real-time MAC for packet 

processing and hence, it does not need high CPU or memory resource. This 

makes centralized network architectures ideal for campuses, shopping malls, 

enterprise and even small towns or villages. 

Centralized networks are cheaper and more robust compared to 

autonomous architectures. However, they implement several latency inducing 

protocols during the roaming process when a mobile client moves from one AP 

to another. During initial connection, mobile clients scan for APs and then 

initiate a connection with the selected AP. The AP then authenticates the 

clients with a RADIUS server before serving the clients. However, during 

roaming, when mobile clients move to another AP, they have to re-authenticate 

themselves with the RADIUS server. The authentication and re-authentication 

process takes a long time and during this process, no communication can take 

place. 

Continuous Internet connection is a requirement for Real-time 

Applications (RTAs) such as gaming, audio, video and voice. They require low 

latency, real-time frames, seamless connectivity and fast data transfer. VoIP 

can be categorized as the most latency constrained application because voice is 

very sensitive to missing, deformed or delayed frames during communication. 

The minimum latency for most constrained RTA is strictly not more than 

150ms [1] while, the centralized WLAN architecture has much higher latency 

than that. 

This paper aims to characterize the handover latencies in a centralized 

WLAN deployment architecture. It further aims to identify the latency 

components and implements mechanism to eliminate high latency components 

for reduced overall handoff latency. This paper briefly describes the WLAN 

architectures, current WLAN authentication mechanism, and the evaluation of 

latency during the roaming process. Latency during roaming is extracted from 

a centralized WLAN test-bed developed by us. The rest of the paper is 

organized as follows. The next section explains the related work, followed by 

the WLAN deployment architectures. Section 4 discusses the roaming 

latencies. Following section highlights our proposed solution. Test-bed setup is 
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discussed in section 6. Results are discussed in section 7 followed by a 

conclusion. 

 

 

Related Works 
 

Previous works on WLAN network architectures focused mostly on 

autonomous and distributed architectures [2, 3].  This is because autonomous 

architecture can configure devices independently while distributed architecture 

can delegate all decisions on mobility management to the access points like a 

mesh network. However, previous studies have revealed that centralized 

architecture is suitable for enterprise Wi-Fi network due to the simplicity in 

handling different kinds of AP vendors [4]. 

The previous works on different types of APs have focused on “Thin” AP 

and “Fat” AP since both APs have 802.11 MAC Layer inside Access 

Controller (AC) for managing and controlling a collection of heterogeneous 

Wireless Termination Points (WTPs). Besides, both APs are easy to use 

especially for enterprise Wi-Fi planner to deploy enterprise Wi-Fi with secured 

connection [5].  

There have been many studies comparing latencies for open-system and 

secure authentication mechanisms during roaming in IEEE 802.11 [6,7,8]. 

However, no research has been done on the effects of wireless error on re-

authentication latency during handover process. The wireless errors occur 

because of packet loss during transmission due to collision or weak signal 

cause by attenuation, fading and multipath [9]. 

There is no past work on eliminating authentication latency to reduce the 

overall handoff latency in a centralized WLAN architecture and this can be 

considered as a major contribution of this paper to the research community. 

 

 

WLAN Deployment Architectures 

 

Autonomous, centralized and distributed architectures, are the three types 

of WLAN deployment architectures in existence today. These architectures can 

be individually deployed in a variety of places to suit the need of the scenario 

[3, 5].  

In an autonomous architecture, all 802.11 MAC functions and necessary 

core network functions are implemented directly into the APs. APs operating in 

autonomous mode are referred to as “Fat” APs [5]. “Fat” APs have many 

enterprise features such as identity and Simple Network Management Protocol 

(SNMP)-based management. From 802.11 MAC layer concepts, “Fat” AP uses 

local MAC implementation involving all 802.11 functions implemented in 

WTP/AP [3].  

Distributed architecture is implemented in mesh network where the 

network intelligence is distributed between the nodes that form the network. 

The nodes exchange information with each other to perform network services 



ATINER CONFERENCE PAPER SERIES No: COM2013-0593 

 

9 

 

such as bandwidth control, routing, Virtual Local Area Networks (VLANs) and 

QoS. This paper does not discuss Autonomous and Distributed architectures, as 

they are not popular architectures for hotspots.  

Fig. 1 illustrates the centralized architecture that requires an AC, which 

acts as a central point for handling several APs. In this architecture, most of the 

core network functions reside on the AC and the APs are reduced or no MAC 

devices. No MAC APs are known as “Thin” APs because their only function is 

to transmit and receive packets to and from wireless clients like a smart 

antenna system [10]. Reduced MAC APs are known as “Fit” APs because real-

time functions of the MAC are implemented on the AP while the non real-time 

functions of the MAC are implemented on AC.  Both “Thin” and “Fit” APs are 

much cheaper than “Fat” APs [11,12,13,14]. 

 

Figure 1. Centralized Architecture 

 
 

 

Roaming Latencies 

 

Upon successful connection between the AP and the AC, clients are 

allowed to connect to the AP and roam between APs for accessing the network 

services. However, client connection and roaming between the APs is governed 

by the IEEE 802.11 scanning, authentication and association protocols. 

During roaming, when a mobile client detects weak signal from its current 

AP, it starts to perform the scanning phase. In the scanning phase, mobile client 

waits for beacon frames to identify potential APs on each channel. It then sends 

a series of probe request and waits for responses before making a physical 

connection with an AP. The scanning phase usually takes between 400ms and 

600ms. Although this is too high a latency for real-time applications like voice, 

there have been several studies in the past on reducing the scanning phase 

latency. Some of the studies propose the use of dual radio where one radio 

scans while the other transmits and receives. Other studies propose the use of 

selective scanning where only a selected group of channels are scanned for 
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determining the next AP. There have also been proposals on geo-location based 

scanning. Reduction of scanning phase latency is a very well researched area 

and is not the focus of the paper. This paper aims to reduce the latencies during 

the authentication and association process. 

There are many secured authentication mechanisms defined by IEEE 

802.11, such as Wired Equivalent Privacy (WEP), Wi-Fi Protected Setup 

(WPS), Wi-Fi Protected Access (WPA) and WPA2. These mechanisms offer 

varied degree of security. WPA2 was introduced to replace WEP and WPA due 

to their security weaknesses. WPA2 can either operate in personal mode or 

enterprise mode. WPA2-Personal authentication scheme, it is designed for 

small networks such as home and small buildings because their ease of 

deployment [15]. WPA2-Personal also refers to WPA2-PSK (Pre-Shared Key) 

scheme. In WPA2-Personal authentication, the AP sends a challenge to the 

client and requires the client to encrypt and send it back to the AP. The AP will 

decrypt and encrypt the challenge response by the client. If the challenge 

matches the response, the AP will grant the connection to the client. 

WPA2-Enterpise authentication, also known as WPA2-802.1x or WPA2-

EAP (Extensible Authentication Protocol) scheme is deployed in a centralized 

WLAN architecture. This authentication scheme requires external 

authentication server like RADIUS for secure authentication process and is 

considered to be extremely secure [16]. Fig. 2 shows the timing diagram of 

WPA2-Enterprise authentication process in centralized WLAN deployment 

architecture. This authentication scheme requires three major phases during 

authentication process, which are authentication and association phase, 802.1x 

authentication phase and key management phase. A client can only connect to 

the AP after completing all the three phases. During roaming, mobile clients 

need to repeat the three phases each time they connect to a new AP. 

 

 

Proposed Solution 

 

From previous work in the area of roaming, and our experimental results, 

it was determined that there are four major latency-causing phases. These 

phases are the scanning, authentication and association, 802.1x authentication 

and key management. Scanning phase is out of scope of this paper because it is 

a very well researched area. Hence, the concentration of this paper is on the 

other three phases. 

Experiments where then conducted to determine the exact latency values 

of each phase. The results of these experiments will be further discussed in the 

results and discussion section of this paper. However, it was determined from 

the experiments that highest latency component amongst the three phases is the 

802.1x authentication phase. 

In order to reduce the latency induced by 802.1x phase, a predictive 

context transfer protocol was proposed, where it is assumed that the AP 

deployments in the network are usually in 3D. A mobile user moving from one 

AP to another can only connect to the neighboring APs that are either beside 
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the current AP that is serving the mobile client or above and below the current 

AP. In a centralized network, all the APs connect back to the AC and hence 

AC is able to determine the neighbors of any AP. 

When a mobile client’s signal starts to drop at its current AP, the AC is 

triggered of a potential handoff. AC then requests the current AP to provide the 

802.1x authentication context information. Once the context information is 

received, AC determines the neighboring APs of the current AP and forwards 

the context information to them. Therefore, when the client connects to any of 

the new neighboring APs, the AP believes that the RADIUS server has already 

authenticated the client and it does not need to perform the 802.1x phase 

anymore. 

 

Figure 2. Timing Diagram for handover process for WPA2-Enterprise in 

Centralized WLAN Architecture 
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This process speeds up the authentication phase during roaming. Hence 

allowing real time applications to thrive in a centralized WLAN deployment 

environment. 

 

 

Test-bed Setup 
 

In order to study the handoff latencies of 802.1x phase, in erroneous and 

non-erroneous states, a test-bed shown in Fig. 5 was developed. The test-bed 

consisted of an AC for controlling the APs, RADIUS server for authenticating 

the clients and 2 APs named at WTP1 and WTP2. A client performed roaming 

between WTP1 and WTP2. A sniffer was also employed in the test-bed to 

capture the message exchange between the client and the AP. For without error 

scenario, experiments were conducted in the close range of 1m between the 

APs and client. While for the error scenario, experiments were conducted in the 

range of 10m between the APs and client. This allowed the signal to noise ratio 

to be at a level where controlled errors could be introduced in the 

authentication phase. 

Proposed context transfer protocol was then enabled on the test-bed in Fig. 

5 and experiments were repeated to study the effects of predictive context 

transfer protocol. 

Both the scenarios were repeated several times and the erroneous results 

were discarded before average was derived. The results are discussed in the 

next section. 

 

Figure 3. Test-bed setup 
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Results and Analysis 
 

The results of the test-bed experiment are discussed in two parts. First part 

discusses the authentication phase latency without context transfer and second 

part discusses the authentication phase latency with predictive context transfer 

protocol. 

 

 

Without Predictive Context Transfer Protocol 
 

Fig. 4(a) shows the authentication, association, 802.1x and key 

management latencies in an error free scenario. It can be observed that the 

overall latency can go in excess of 160ms, which is already beyond the VoIP 

requirements of 150ms. It can also be observed from the figure that the highest 

latency is observed during the 802.1x phase of the authentication protocol. 

802.1x phase contributes to 86% of the overall authentication protocol latency. 

Fig. 4(b) shows that during error, authentication protocol latencies can go 

up to 6 seconds. This is a 39 times increase as compared to error free scenario. 

It was very obvious from the results that the highest contributing factor behind 

such high latencies was the 802.1x phase of the authentication protocol. Upon 

further investigation, it was determined that the main contribution factor 

behind the dramatic increase in 802.1x latency is the back-off algorithms that 

require the client and APs to wait for a fixed period of time before retrying 

during the erroneous scenario. 

 

Figure 4(a). Latency of WPA2-Enterprise Authentication Protocol without 

Error Scenario and Predictive Context Transfer Protocol 
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Figure 4(b). Latency of WPA2-Enterprise Authentication Protocol with Error 

Scenario and without Predictive Context Transfer Protocol 

 
 

 

With Predictive Context Transfer Protocol 
 

Fig. 5 shows the authentication, association, 802.1x and key management 

latencies after implementing context transfer protocol. It can be observed from 

the results that the 802.1x authentication latency has been totally eliminated 

because of predictive context transfer since the mobile client does not need to 

perform the 802.1x phase anymore. This reduces the overall authentication 

protocol latency to around 30ms. Additionally, this is also an 81.25% 

improvement compared to the error free scenario and 99.5% improvement 

compared to the erroneous scenario. 

 

Figure 5. Latency of WPA2-Enterprise Authentication Protocol with 

error/without Scenario and with Predictive Context Transfer Protocol 

 
 

 

Conclusion and Future Work 
 

Authentication protocol latencies play an important role in the overall 

mobile user handoff experience. During the authentication protocol phases, 

clients are unable to connect to the AP for communication. The longer the 
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latency observed during authentication, the poorer is the Quality of Experience 

(QoE) of the network. 

In this paper we studied the latency of the authentication protocol phases 

in erroneous and error free scenario with and without predictive context 

transfer protocol. Important conclusion from the experiment was that 

authentication latency is already above the real time application requirements 

and with the introduction of errors, authentication latencies can increase by 39 

times. It was also conclusive that the biggest contributor to the authentication 

protocol latency is 802.1x phase. It can also be concluded from the experiments 

that, by introducing the predictive context transfer protocol, overall 

authentication protocol latency can be reduced by 81.25% in error free scenario 

and 99.5% in erroneous scenario. 

In the next part of this project, we plan introduce more intelligence into the 

predictive protocol by implementing location based prediction in the predictive 

context transfer protocol. 
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