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C H A P T E R   O N E 

 

Introduction 

 
Patricia Hanna 

 

 

This volume is comprised of papers selected from the papers presented at 

the 9
th

 International Conference on Philosophy sponsored by the Athens 

Institute for Research and Education (ATINER), held in Athens, Greece at the 

Titiana Hotel, from 26-29 May 2014. 

 This conference provides a singular opportunity for philosophers from all 

over the world to meet and share ideas with the aim of expanding the 

understanding of our discipline. Over the course of the conference  fifty-five 

papers were presented. The fourteen papers in this volume were selected for 

inclusion after a process of blind-review. They give some sense of the variety 

of topics addressed at the conference.  However, it would be impossible in an 

edited volume to ensure coverage of the full extent of diversity of the subject 

matter and approaches brought to the conference itself by the participants, 

some of whom could not travel to one another's home countries without 

enormous difficulty.   

Since its inception in 2006, the conference has matured, reaching what 

might be seen as adolescence.  Part of this maturity is reflected in the nature of 

the proceedings. We now have a group of dedicated philosophers who are 

committed to raising the standards of this publication; as a result of their work,  

we are now able to ensure that each submission is blind-reviewed by at least 2 

readers, as well as the editor and/or a member of the Editorial Board.  Since 

2015 will be our 10
th

 anniversary, we look forward to announcing some 

changes in the way the papers are published, a change that will give the papers 

more impact.   

As we move forward, the Editorial Board and the Board of Reviewers will 

continue to offer their advice and guidance in setting the direction of the 

conference and its efforts to make the work done by the participants available 

to increasingly wider audiences. Once again, I thank them for their 

extraordinary work. 
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C H A P T E R   TWO 

 

Epicurean Pleasure 

 
Andrew Alwood 

 

 

Hedonists often accept that equal amounts of pleasure are equally 

valuable. But Epicurus must deny this claim because of the nature of 

his distinction between static and kinetic pleasures. This paper 

suggests an understanding of his preferred static pleasure as 

involving a distinctive hedonic tone or feeling that is intrinsically 

superior to other pleasurable feelings. This creates a point of 

similarity between Epicurean hedonism and Millôs qualitative 

hedonism, since they both endorse a doctrine of higher pleasures, 

although Epicurusô idiosyncratic claims about the limit of static 

pleasure in a state free of pain lead him in a different direction.    

Keywords: Epicurus, Hedonism, Pleasure, Well-Being 

 

 

Introduction 

 

Since hedonism is a theory that locates value only in pleasure, it has been 

vilified over the course of history for allegedly encouraging such evils as 

debauchery, excess, and wastefulness.  But despite its infamous reputation, the 

Ancient Greek hedonistic theory of Epicurus emphasizes a moderate and quiet 

lifestyle. This remarkable incongruence is largely the result of Epicurus’ 

idiosyncratic understanding of the pleasures that he lauds as the only things 

good in themselves.  The true importance of pleasure lies in the tranquil state of 

being free from mental and physical distress – ataraxia and aponia – as 

emphasized in Epicurus’ Letter to Menoeceus:  “When we say that pleasure is 

the end, we do not mean the pleasures of the dissipated…but freedom from 

pain in the body and from disturbance in the soul.”
1
 

Epicurus’ idiosyncratic claims lead him to a view rather different from the 

quantitative hedonism of Jeremy Bentham. On Bentham’s view, all pleasures 

involve a certain kind of feeling that can be quantified and aggregated, with all 

pleasures being commensurable with each other, and the best life is the one 

with the most pleasure. Traditional hedonists like Bentham accept (EQUAL): 

that equal amounts of pleasure are equally valuable in themselves. The focus 

of this paper is on whether and how Epicurus must reject this claim. 

Does Epicurus reject (EQUAL)?  Arguably, yes. The interest is in why he 

must do so, and how he might embrace such a commitment. One reason to 

                                                 
1
Letter to Menoeceus (LM), Long and Sedley (LS) 21B5 
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think he must reject it is that he allegedly accepts that mental pleasures are 

superior to bodily pleasures. While this certainly appears to force his hand, I 

think in the end it doesn’t commit Epicurus to reject (EQUAL) because mental 

pleasures might only be instrumentally superior and not intrinsically superior, 

and bodily pleasures are in fact given pride of place in key reports of what 

Epicurus actually said.   

Another reason to think Epicurus must reject (EQUAL) is that he is 

reported to have distinguished static pleasures from kinetic pleasures.  In the 

end, I do think this requires him to reject (EQUAL). But the point is 

complicated by the subtle way in which the distinction between static and 

kinetic pleasures is to be understood. After considering and rejecting some 

ways of understanding the nature of static pleasure and its differences with 

kinetic pleasures, I’ll make a positive suggestion to make sense of Epicurus’ 

emphasis on the superiority of static pleasure and his recommendation to live a 

quiet life enjoying simple pleasures. 

I’ll suggest that static pleasure should be understood as a distinctive kind 

of experience with a hedonic tone that makes for an objective superiority in 

value.  The crucial feature of this hedonic tone is its purity, an intrinsic feature 

related to the stability of this tranquil state of mind. The resulting view of 

pleasure and its value makes Epicurus’ hedonism more like John Stuart Mill’s 

qualitative hedonism than Bentham’s quantitative hedonism. Mill claimed that 

we should evaluate pleasures not only based on their quantity but also their 

quality: an intrinsic feature marking some pleasures as ‘higher’ and others 

‘lower’ in value.
1
 However, Epicurus’ theory will contrast with all forms of 

hedonism because of its idiosyncratic claims, such as that there is a limit to the 

amount of static pleasure that can be enjoyed at one time. 

Since I’m interested in what Epicurus really thought about pleasure, my 

discussion will include interpreting our sources of evidence about Epicurus’ 

account of pleasures and their value. However, I also aim to explore how a 

hedonist about well-being can deflect the critique that a life of more pleasure is 

always better on that account and instead praise a quiet lifestyle of simple 

pleasures. 

 

 

Mental and Bodily Pleasures 

 

The hedonistic theory I’m interested in is a theory about personal well-

being or self-interest, as distinct from other kinds of value such as moral 

goodness. This is the property of a life, or any incremental stage of it, that 

makes it go well for the one living that life. It is what prudent judgment looks 

out for.   

It’s likely that Epicurus himself advocates hedonism about all types of 

value, but I’ll restrict my focus to the kind of goodness that makes a life good 

for the one living it. Hence, I won’t be concerned with Epicurus’ claim that a 

                                                 
1
See Mill 1863 and Bentham 1789.   
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life of pleasure requires virtue, morality, and justice. Instead, I’ll be focused on 

his recommendation that you should live a simple, quiet life, because that is 

what’s best for you. It’s in this context that I am interested in the idea that the 

intrinsic value of two pleasures that are equal in amount might nonetheless 

differ, i.e. impact one’s well-being or self-interest to different degrees. 

The first reason to suspect that Epicurus has to reject (EQUAL) is his 

claim that mental pleasures are superior to bodily pleasures. This claim is 

explicit in the Epicurean inscriptions of Diogenes of Oenoanda, in the context 

of our fallibility in evaluating our own experiences. He mentions “the 

superiority of these mental feelings [over bodily ones]”, something which the 

“wise man” is able to figure out (LS 21V).  Clearly, this raises the question of 

why one is superior in kind to the other. 

Other sources seem to offer at least a partial answer to this question: 

 

× “(Epicurus) has a further disagreement with the Cyrenaics: they 
take bodily pains to be worse than mental ones…but he takes the 

mental ones to be worse, since the flesh is storm-tossed only in 

the present, but the soul in past, present, and future” (LS 21R2; 

DL X.137).
1
 

× “The body rejoices just so long as it perceives a present pleasure; 
but the mind perceives both the present pleasure, along with the 

body, and foresees the one that is coming without allowing the 

past one to flow away.  Hence the wise man will always have a 

constant supply of tightly-knit pleasures, since the anticipation of 

pleasures hoped for is united with the recollection of those 

already experienced” (LS 21T; Cicero Tusculan Disputations 

5.95). 

 

In the first quote, Diogenes Laertius reports that mental pleasures pertain 

to a wider variety of times than bodily pleasures. In the second quote, Cicero 

reports in more detail why that is so: the mind can attend to past, present, and 

future pleasures, using memory and anticipation, whereas the body can only 

attend to present pleasures.   

That’s only a partial answer to the question, however, for it doesn’t specify 

that mental pleasures are intrinsically superior – better in themselves. On the 

contrary, it even suggests that the superior value of mental pleasures comes in 

their ability to produce more pleasurable experiences by means of memory and 

anticipation. Mental pleasures can reproduce more pleasures and make them 

longer lasting, and therefore they are instrumentally better than bodily 

pleasures.   

The mental pleasures are more stable, in the sense of lasting longer, being 

easier to maintain, and being reproducible without external resources. This is 

related to Epicurus’ appeal to self-sufficiency (autarkeia).
2
 But nothing is said 

                                                 
1
Note that I have added underlining to several quotes in this paper. 

2
In the LM, Epicurus says “We also regard self-sufficiency as a great good, not with the aim of 

always living off little, but to enable us to live off little if we do not have much…” (LS 21B4). 
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to make mental pleasures superior in themselves. So, there is no reason here for 

Epicurus to reject (EQUAL).   

Another complication on this point about the relative worth of mental and 

bodily pleasures is that Epicurus, in his own words, emphasizes some kind of 

priority of bodily pleasures and sensations. 

 

× “ ‘For my part I cannot conceive of anything as the good if I 
remove the pleasures perceived by means of taste and sex and 

listening to music, and the pleasant motions felt by the eyes through 

beautiful sights, or any other pleasures which some sensation 

generates in man as a whole.  Certainly it is impossible to say that 

mental delight is the only good. For a delighted mind, as I 

understand it, consists in the expectation of all the things I just 

mentioned – to be of a nature able to acquire them without pain…’” 

(LS 21 L1; Cicero Tusculan Disputations 3.41, reporting from 

Epicurus’ On the End). 

× “Epicurus says: ‘The pleasure of the stomach is the beginning and 

root of all good…’” (LS 21 M; Athenaeus 546F). 

 

In the first quote, Epicurus is reported to say that mental pleasures derive 

from the expectation (or contemplation) of bodily pleasures and sensations.  

Bodily pleasures thus are a sine qua non, a necessary condition for human 

wellbeing to exist at all.  In the second quote, Epicurus is reported to add to this 

point that all value is grounded in bodily pleasures.
1
 

One might infer from these two quotes that Epicurus actually thinks that 

bodily pleasures are intrinsically superior to mental ones. But that would be 

overly hasty and uncharitable. The kinds of priority given to bodily pleasures 

here don’t necessarily make them more valuable in themselves. The claim 

about bodily pleasures being the “root” or grounds for all value is stronger than 

a necessary condition, but it still doesn’t imply anything about the relative 

intrinsic value of bodily and mental pleasures.   

From this brief discussion, I conclude that there is no reason to think 

(based on available textual evidence) that Epicurus is committed to the claim 

that mental pleasures are intrinsically superior to bodily pleasures. We also 

have been introduced to the main role that mental pleasures play in a good life: 

they extend the impact on well-being from bodily pleasures through 

contemplation. This role is, in fact, supported by other textual evidence such as 

the following quote from Plutarch: 

 

× “[According to the Epicureans] The comfortable state of the flesh, and 

the confident expectation of this, contain the highest and most secure 

joy for those who are capable of reasoning” (LS 21 N; Plutarch Against 

Epicurean happiness 1089D). 

                                                 
1
Also relevant is LS 21U, where Cicero’s Epicurean speaker admits that the “source” of mental 

pleasures are bodily pleasures but maintains that mental pleasures are better. 
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This quote is important for two reasons. First, it identifies both the bodily 

and mental components of the good life for humans, and second it classifies 

these together as “the highest and most secure joy” (ten akrotaten charan kai 

bebaiotaten). This provides a nice segue into my next topic, since arguably 

Plutarch is describing Epicurus’ preferred type of pleasure: static pleasures.   

 

 

Static snd Kinetic Pleasures: Some Misunderstandings 

 

The second reason to think that Epicurus has to deny (EQUAL) involves 

the distinction between static and kinetic pleasures. In some way, the static 

pleasures are emphasized more than the kinetic in Epicurus’ axiology.  

However, the difference in their importance requires explanation, and this is 

complicated by the subtle contrast that is supposed to distinguish these two 

pleasures in the first place. Since it is easy to be misled, we should proceed 

carefully. 

Static pleasures pertain to the state of the one pleased, whereas kinetic 

pleasures are, in some way, pleasures in motion. That much is uncontroversial, 

but less than illuminating. Cicero provides an example that suggests how to fill 

out the contrast further: the pleasures involved in quenching a thirst are kinetic, 

whereas the pleasures of having had the thirst quenched is static.
1
   

Despite the fact that Cicero is helpful on this matter, we can detect a first, 

infamous misunderstanding in his work. Cicero essentially equates kinetic 

pleasures with sensory pleasures and thereby settles static pleasures as states 

devoid of sensation. This is what leads him later to criticize Epicureans for 

using one word ‘pleasure’ to refer to two different things: pleasurable 

sensations and a state that lacks painful and pleasant sensations. But a more 

careful inspection of what his Epicurean speaker, Torquatus, actually says 

reveals that static pleasure itself involves some kind of feeling, and this is also 

supported by independent textual evidence. 

Here is the Epicurean speaker introducing a distinction in pleasures:  

 

× “We do not simply pursue the sort of pleasure which has a natural 

tendency to produce sweet and agreeable sensation in us: rather, 

the pleasure we deem greatest is that which is felt when all pain is 

removed…Thus Epicurus did not hold that there was some 

halfway state between pain and pleasure. Rather, that very state 

which some deem halfway, namely the absence of all pain, he 

held not only to be true pleasure, but the highest pleasure” 

(Cicero On Moral Ends 37-8).
2
 

 

Although the speaker mentions sensations to draw the contrast, he also is 

explicit to say that we feel or perceive (percipitur) pleasure when all pain is 

removed. Indeed, he also says that “whoever is to any degree conscious of how 

                                                 
1
LS 21Q. 

2
Translated by Raphael Woolf 
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he is feeling must to that extent be either in pleasure or pain” and that “we take 

delight (gaudemus) in that very liberation and release from all that is 

distressing…(and) everything in which one takes delight is a pleasure” (Cicero 

On Moral Ends 37).   

Independent sources back up this more accurate conception of static 

pleasure as a conscious experience that necessarily involves pleasant 

sensations, perceptions, or feelings. We know from Epicurus’ Letter to 

Menoeceus that a live, conscious human will always feel some level of 

pleasure or pain, and also that “all good and bad lie in sense experience” (LM 

124). We also know from his Letter to Herodotus that “so long as the soul is 

present…perception never ceases” (DL X.64-6). Additionally, it is clear that 

the quotes in the previous section about the priority of sensory pleasures and 

pains also push back against Cicero’s misunderstanding static pleasures as 

divorced from sensation. 

Therefore, we shouldn’t equate static pleasure with an unfeeling state.  

Instead, it must involve a feeling of enjoyment or delight associated with the 

freedom from pain. Cicero’s major philosophical mistake about Epicurean 

static pleasure is that he implicitly understands it as a kind of apatheia, a state 

devoid of feeling.
1
 But that’s overtly not the Epicurean source of value but 

rather that of the Stoics. Epicurus would likely classify a state devoid of feeling 

as death or at least unconsciousness. Instead, he lauds a certain kind of feeling 

as the source of the best value.
2
 

What kind of feeling is involved with static pleasure? Here, there is 

another kind of misunderstanding to be avoided. John Cooper emphasizes in 

his account of the distinction between Epicurus’ static and kinetic pleasure that 

these are not kinds of pleasure at all but rather different conditions in which a 

single kind of feeling is produced.
3
  Cooper is surely correct in thinking that we 

shouldn’t trust the suggestion from Cicero that there really are two genera here 

(static, kinetic) mistakenly referred to with one word ‘pleasure’, but why does 

he add that pleasure is just one single type of feeling? Even if he is also correct 

that the main contrast (between static and kinetic) is between the causal 

circumstances or the objects of pleasure, again there is no reason given to think 

it is one feeling for both pleasures. As is commonly recognized, the pleasures 

of reading and the pleasures of eating feel quite differently, and there are 

innumerable other sorts of feelings that can be involved. The category of 

pleasurable experiences is full of heterogeneous feeling tones. So, why not 

allow that static pleasures can feel differently from kinetic ones? 

A reason supporting my suggestion (that there are different feelings 

involved) is that Cooper’s claimed single feeling of pleasure would leave 

                                                 
1
For a fuller discussion of Cicero’s mistakes about Epicurean accounts of pleasure, see Gosling 

and Taylor chp 19. I agree with Cooper 2012, p. 232 on the nature of Cicero’s mistake here 

about lack of feeling. 
2
The difference between feeling, sensation, and perception is important for a fuller 

understanding of Epicurean philosophy. However, I will proceed to talk about the feeling of 

static pleasure without worrying about how that differs from sensation or perception.   
3
See Cooper 2012 chp 5, p. 232-3, and also Cooper 1999 chp 22, p. 512. 
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Epicurus without any way of distinguishing the differing values of static and 

kinetic pleasures on hedonistic grounds. Static pleasure is supposed to be 

superior in value, and the only hedonistic explanation available for this 

difference has to come from the nature of pleasure, which Cooper agrees 

essentially involves feeling. If the difference in value doesn’t derive from a 

difference in feeling, and instead supervenes solely on the different cause or 

object of pleasure, then hedonism loses the debate over explaining the source 

of value.
1
 A true hedonist must say that it is the pleasantness of pleasure that 

makes it as valuable as it is. The implication is that Epicurus needs to say that 

static pleasure involves a recognizably different feeling than do kinetic 

pleasures, if he is to remain a true hedonist, and thus explain all value in terms 

of feeling and sensation, while differentiating the intrinsic values of static and 

kinetic pleasures.   

Cooper’s interpretation would seem to classify Epicurean hedonism as a 

version of quantitative hedonism, like Bentham’s hedonism, and thus commit it 

to (EQUAL) and the commensurability of pleasures. But once we allow that 

static pleasures can feel differently than kinetic ones, that opens the way to 

reject parts of Bentham’s view in favor of a Millian qualitative hedonism.   

 

 

A Positive Suggestion about Static Pleasure 

 

Here is where I would like to suggest an account of static pleasure that 

both makes sense of our textual sources and also proves of interest to the 

contemporary debate regarding hedonism as a theory of well-being. I think 

Epicurus is committed to a doctrine of higher and lower pleasures similar in 

outline to that of Mill, although Epicurean higher pleasures are those involved 

with freedom from pain and distress rather than Mill’s claim that it is “the 

pleasures of the intellect, of the feelings and imagination, and of the moral 

sentiments” that count as higher pleasures.
2
 

My suggestion, in short, is that static pleasure involves a distinctive kind 

of feeling, a “hedonic tone” in contemporary parlance, that is naturally 

produced in a human mind that is consciously aware of (i) having satisfied all 

desires, (ii) having eliminated all false beliefs about what one needs or what 

one should value, and (iii) appreciating the facts that one is healthy and without 

pain, that one’s necessary desires are easy to satisfy, and that one has no need 

to fear or be in distress.  Thus, static pleasure is a state of mind that feels good 

in appreciating a healthy and stable condition that needs nothing. 

There is textual evidence for thinking Epicurus is committed to higher 

pleasures. He uses such phrasing himself when he tells Menoeceus that bread 

and water can produce “the highest pleasure” (ten akrotaten hedonen).
3
  Cicero 

                                                 
1
See Crisp 2013, sec. 4.1, for his distinction of ‘explanatory hedonism’ on which what makes 

pleasure valuable is its pleasantness.  This seems to be the most interesting philosophical thesis 

in normative hedonism. 
2
Mill 2.4 

3
LM, line 31 
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also uses this phrase (summam voluptatem) to express Epicurus’ view on 

pleasure, and Plutarch, as seen above, refers to “the highest and most secure 

joy” (ten akrotaten charan kai bebaiotaten).
1
 My suggestion fills out this 

appeal to highest pleasure by adding detail about which pleasure that is: it is 

the pleasant feeling naturally produced by attending to one’s state of needing 

nothing. This essentially involves ataraxia (freedom from mental disturbance) 

and aponia (freedom from pain) in that it involves the true judgments that 

one’s mind and body is free of distress. But it is not merely negatively 

characterized by what it lacks; instead, the claim is that recognizing that one is 

free of pain and distress feels good, by nature and thus of necessity.
2
 There 

indeed is no middle state between pleasure and pain; what some would call the 

middle state is really a state of feeling pleasure.
3
 

Kinetic pleasures, by contrast, essentially involve a change from one state 

to another. They are involved with satisfying desires or varying a conscious 

state that already is enjoying static pleasure. Sensory pleasures experienced 

while eating and drinking are thus paradigm examples, but kinetic pleasures are 

not defined as sensations. Indeed, alleviating mental distress can count as 

kinetic pleasure even though it isn’t sensory. Also, static pleasure itself can 

involve sensations. There is no problem in principle with a state of mind 

enjoying both static and kinetic pleasures at a single time, although any kinetic 

pleasures that bring along pain would spoil static pleasure. 

 

 

 A Difficulty with the Limit of Static Pleasure 

 

A major obstacle to any conception of static pleasure on which it involves 

feeling or sensation is that feelings and sensations can be quantified.  Indeed, 

the most familiar kind of hedonism nowadays, Bentham’s hedonism, is one that 

says a life is always improved by adding more amounts of pleasure to it, where 

‘quantity of pleasure’ is determined by their intensity and duration.   

I say this is an obstacle because Epicurus certainly would reject Bentham’s 

claim as well as the very basis of quantifying pleasures. One of his 

idiosyncratic claims about the good life is that there is a limit to pleasure and 

thus also a limit to how well one can live. The limit is the state of being free of 

all pain and distress. 

 

                                                 
1
Cicero On Final Ends I, paragraph 38.   

2
This claim seems to be a point of interpretive agreement with Cooper 1999, p. 496, “it is a 

natural, inevitable fact about our physical constitution that when anyone is in that condition he 

or she experiences some pleasurable feeling….”   
3
One might worry that my suggestion forces some kind of middle state in which one lacks 

some part of the conditions specified for enjoying static pleasure, e.g. still has some false 

beliefs or fails to believe that future desires will easily be satisfied. However, any failure to 

meet those conditions will be distressing and so will actually be a state of pain, broadly 

conceived. 
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× “The removal of all pain is the limit of the magnitude of 
pleasures” (LS 21C; Epicurus Principal doctrines 3). 

× “The pleasure in the flesh does not increase when once the pain of 

need has been removed, but it is only varied.  And the limit of 

pleasure in the mind is produced by rationalizing those very 

things and their congeners which used to present the mind with its 

greatest fears” (LS 21E; Epicurus Principal doctrines 18). 

 

The obstacle presented by Epicurus’ limit is clear. If static pleasure is a 

feeling, and if feelings can be more or less intense and can last for shorter or 

longer periods of time, then static pleasure can be measured in terms of 

intensity and duration. But then a life with more static pleasure should be more 

desirable than one with less, contra the appeal to a limit.   

This obstacle has been overlooked even by commentators who recognize 

that static pleasure must involve some kind of feeling. Terence Irwin agrees 

that Cicero was probably wrong to identify static pleasure merely negatively, as 

a state devoid of pain, since it is instead “the pleasure we take in being free of 

pain and anxiety” that Epicurus lauds.
1
 But Irwin mistakenly interprets 

Epicurus as defending the superior value of static pleasure over kinetic 

pleasure by saying that the tranquil lifestyle produces a greater quantity of 

pleasure: “the quantity of static pleasure is great enough to make our life 

pleasanter than it would be if we pursued kinetic pleasures more vigorously.”
2
  

This runs right into the obstacle noted here, for if static pleasure is conceived 

of as quantifiable, then more static pleasure should be better than worse, contra 

Epicurus’ claim that there is a limit. 

If static pleasure were instead characterized merely negatively, as a state 

with no pain, it would be easier to make sense of the limit: once all pain is 

gone, one has achieved the maximum static pleasure.  It doesn’t make sense to 

quantify static pleasure on such a view; you either have it or you don’t.  But 

notice that even on this view it does make sense to say that it is better to have 

static pleasure for a longer rather than shorter period of time. While Epicurus 

does seem to commit himself to the claim that a longer lasting pleasure need 

not be better for that reason, it is difficult to see how that claim could be 

maintained on any plausible view.
3
 To make his view plausible, we must 

amend it to allow that longer lasting experiences of static pleasure are better.  

That still leaves the more interesting challenge about whether it makes sense to 

talk of the intensity of static pleasure. 

The obstacle for my suggested view of static pleasure is that, since it 

involves a feeling, that feeling can be felt more or less intensely. However, I 

think this obstacle can be overcome by denying that inference. Recall that 

Epicurus lauds a quiet life filled with moderate pleasures. The feeling that he 

thinks is naturally produced by attending to one’s healthy state of needing 

nothing must necessarily be mild. Even though we might commonsensically 

                                                 
1
See Irwin 2011 sec. 154, p. 272. 

2
See Irwin 2011, p. 271. 

3
“Infinite time and finite time contain equal pleasure…” (LS 24C; Principal Doctrines 19).  
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think that one could be intensely appreciative of the fact that one needs 

nothing, Epicurus can plausibly categorize such intensity of feeling as a kinetic 

pleasure that adds feeling or sensation to vary one’s conscious state. Epicurus 

must think, on my suggested view, that the static pleasure naturally generated 

by the conditions listed above (desires satisfied, false beliefs eliminated, true 

beliefs internalized) is essentially mild and therefore does not permit increases 

in intensity. 

Furthermore, Epicurus would reject the entire approach of Bentham’s 

quantitative hedonism. Static pleasure has to be intrinsically superior to kinetic. 

Surely, kinetic pleasures can be measured by their intensity, but for someone 

enjoying static pleasure at the limit of no pain, more pleasure won’t increase 

well-being.   

 

 

The Purity of Static Pleasure 

 

It isn’t more pleasure that one should pursue in life. Instead, one should 

pursue the pleasures that are more pure. The most pure pleasure is the static 

pleasure I’ve been describing. Its purity consists in the recognition of the 

absence of desire as well as the expectation that future desires (the ones that 

cannot be eliminated) will be easily satisfied.  Purity, in this context, marks the 

freedom of distress that is inevitable with unsatisfied desire.
1
 Most kinetic 

pleasures are thus inherently impure because they involve desires such as 

hunger and thirst. The more intense the desire involved, the less pure the 

kinetic pleasure. My suggestion would have Epicurus advocating us to pursue 

the more pure pleasures rather than a greater quantity of pleasures. 

Let me be clear that the purity of static pleasure is an intrinsic feature, 

even though it is related to the extrinsic feature that I earlier called stability. A 

pleasure is stable to the degree that it is easily maintained, and thus to the 

degree that it imparts risk of pain, e.g. by discouraging or encouraging desire.  

Some kinetic pleasures are unstable (e.g. those of the profligates that Epicurus 

warns of in LM) precisely because they engender false beliefs about needing 

more pleasure or they simply cause one to desire unnecessary things. A 

pleasure’s degree of stability is an extrinsic feature because it pertains to other 

things such as desire, risk of pain, and future states of pleasure or pain.  Static 

pleasure is the most stable because it involves the least risk of pain, it 

discourages desire, and it is easy to maintain.   

The purity of static pleasure, on the other hand, is an intrinsic feature 

involved with the pleasant perception that all is well and will continue to 

remain that way. The purity of static pleasure is part of its qualitative feel: 

experiencing static pleasure involves the feeling of a complete lack of distress.   

Both the perception of easy maintenance (intrinsic purity) and the fact of 

easy maintenance (extrinsic stability) contribute to the superior value of static 

pleasure. But its intrinsic superiority derives solely from the pure feeling of 

                                                 
1
Compare Cooper 2012, p. 231 and 237.   
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static pleasure. This is compatible with the hedonist’s explanation of value, 

since purity is intrinsic to the pleasant feeling that constitutes static pleasure.  

The feeling of static pleasure isn’t separate from the awareness with which I 

defined static pleasure. The awareness of needing nothing itself feels good. 

My suggested understanding of Epicurean pleasures has it that the most 

valuable thing for an individual’s wellbeing is the particular feeling of static 

pleasure.  It is not freedom of pain itself that matters, but rather the enjoyable 

appreciation of such freedom.   

Static pleasure is the most pure form of pleasure in that it is not 

contaminated by any painful sensations, attitudes, or mental distress.  It is not 

distracted by exciting feelings that bring risk of pain. Moreover, it arises 

naturally if no kind of pain or distress holds it back.  It also is stable and self-

perpetuating; it is as far as possible from being at risk of devolving back into 

distress and pain. This really might be “the goal of living happily” (LM 129). 
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Action, Activity, Agent 

 
Sebastián Briceño 

 

 

How is it that someone is an agent, an active being? According to a 

common and dominant opinion, it is in virtue of performing actions. 

Within this dominant trend, some claim that actions are acts of will 

while others claim that actions are identical with certain basic 

bodily movements. First I make an assessment of these traditional 

accounts of action and argue that neither of them can make sense of 

how is it that someone is an agent. Then I offer some 

supplementation and argue for a better alternative. 

Keywords: will, action, activity, agent 

 

 

An Agent 
 

In the movie about his life, Forrest Gump says: 

 

That day, for no particular reason, I decided to go for a little run. So I 

ran to the end of the road. And when I got there, I thought maybe I’d 

run to the end of town. And when I got there, I thought maybe I’d just 

run across Greenbow County. And I figured, since I run this far, 

maybe I’d just run across the great state of Alabama. And that’s what I 

did. I ran clear across Alabama. For no particular reason I just kept on 

going. I ran clear to the ocean. And when I got there, I figured, since 

I’d gone this far, I might as well turn around, just keep on going. 

When I got to another ocean, I figured, since I’d gone this far, I might 

as well just turn back, keep right on going. 

 

I take Forrest as a perfect example of an agent, that is, an active being, 

someone who is, somehow, the source of his own movements. But what does 

this mean? What does being an agent or an active being actually involve? For 

instance, how is it that Forrest started running and kept on going? Did he obey 

to an inner voice that said ‘Run, Forrest, run!’, and then his body took a first 

step, and then a second one, and so on? Or did he simply move a leg, ‘just like 

that’, without doing anything else by which he moved that leg, and then he took 

a second step, ‘just like that’, and so on? Or is the running of Forrest something 

completely different? In fact, I think it is something completely different, and 

here I want to make sense of what Forrest did by defending an alternative 

account. I will start by criticizing the standard accounts of action and showing 
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that they cannot make sense of our runner. After clearing the ground, I will 

defend what I think is a better solution. 

 

 

Actions (I): Acts of Will 

 

Under one standard account, known as volitionism, an agent is what it is in 

virtue of performing actions, where an action is never a bodily movement but 

always a volition, an act of will (Prichard 1949). Thus, an action is not to move 

a leg but to will  the movement of a leg. According to this account, there is in 

fact something like an inner voice that says ‘Run, Forrest, run!’. In other 

words, an agent is supposed to be a willer, someone who performs acts of will. 

If we ask, like Wittgenstein (2001: §621) would ask, what is left from Forrest’s 

first bodily movement if we remove the fact that there is a bodily movement, 

the volitionist will answer: an act of will, the particular matter of fact that 

Forrest willed to take a first step, to move his right leg. Forrest is an active 

being because he performs acts of will, and these exhaust the content of his 

actions. It is commonly said that the volitionist faces a regress: if an act of will 

is what causes a bodily movement, don’t we need another act of will to cause 

that act of will, a sort of willing to will, and then another willing to willing to 

will, and so on? No. This objection only works under two assumptions: (i) that 

in order to do something an agent must perform an act of will, which is 

something that the volitionist accepts, and (ii) that what is willed is an action, 

which is something that the volitionist denies (Prichard 1949: 64; Hornsby 

1980: 117–8). If the sort of thing willed were an action, then we would 

certainly face a regress, since that would involve willing a willing. But, 

according to the volitionist, this is not the case. The sort of thing that someone 

wills is never an action but a certain extrinsic event: typically a bodily 

movement, but someone with unusual self-confidence might well will a 

planetary movement. Strictly speaking, all the content of the action is 

exhausted by the act of will itself. Actions are identical with acts of will, 

nothing over or above them. In fact, my trying or intending to move my right 

leg is not something short of my act of will to move my right leg. The 

difference between an act of will to move my right leg that is followed by the 

movement of my right leg (i.e., a ‘successful’ act of will) and the mere trying 

or intending to move my right leg that is followed by the movement of my 

head instead of the movement of my right leg or by no bodily movement at all 

(i.e., an ‘unsuccessful’ act of will) is never something intrinsic to the act of will 

itself but always something extrinsic. Some acts of will happen to be followed 

by the willed event, some others happen to be followed by an event that is 

different from the willed one, and still others happen to be followed by no 

extrinsic event whatsoever, and stay, as we may put it, in the internal sphere of 

the will. But trying to will makes no more sense than willing to will. Trying to 

run is identical to willing to run. Thus, according to the volitionist, what makes 

the difference between the voluntary movement of Forrest’s right leg and the 
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mere movement of Forrest’s right leg is always something extrinsic to the 

movement of the right leg itself: in the first case, Forrest (or some other very 

self-confident agent!) willed to move it; in the second one, he (or that other 

self-confident agent) did not. So the only difference-maker between a voluntary 

movement and a mere movement is the fact that the first one is preceded by an 

act of will while the second one not. For the same reason is that there can be 

acts of will which are not followed by any event at all or acts of will that are 

followed by events which are different from the willed ones. After all, what 

happens after the act of will itself is something wholly extrinsic to it, 

something that goes beyond its own nature. 

How can a volitionist make sense of Forrest’s enterprise? Only in terms of 

one master act of will or a series of humble acts of will. It seems that all what 

Forrest needs to do is either one master act of will that (somehow!) causes a 

series of bodily movements, or various consecutive humble acts of will, each of 

which (somehow!) causes a single bodily movement, a step in Forrest’s 

running. It is difficult to avoid the conclusion that all what makes of Forrest an 

agent is the fact that there are acts of will of his. Whether these acts of will 

cause or not the desired bodily movements is, as we may say, ‘up to nature’ but 

not up to Forrest. Because, at least at first sight, there is nothing in the nature of 

an act of will according to which the existence of a bodily movement or a 

distinct act of will must follow. The fact that an act of will is followed by a 

bodily movement or by a distinct act of will is, strictly speaking, a 

metaphysical accident. All what Forrest can really do for running is one or 

many acts of will and then let things go. 

 

 

Actions (II): Basic Bodily Movements 
 

According to the second standard account, an agent is also what it is in 

virtue of performing actions, with the crucial difference that now an action is 

always conceived as identical to a bodily movement and not to an act of will 

(Hornsby 1980). Under this account, Forrest’s bodily movements can exist iff 

some basic bodily movement of Forrest exists, that is, an action that Forrest 

performs not by doing something else, but ‘just like that’. Allegedly, if Forrest 

were to move a stone, he would move it by moving his limbs, that is, by 

somehow causing the stone to move, and we could distinguish the movement 

of the limbs as the cause and the movement of the stone as the effect of that 

cause, and both events as distinct existents. Thus, according to this account, if 

Forrest is an agent, then, in order to start running, he simply needs to move his 

body, ‘just like that’. He does not move it by doing something else. If moving 

his right leg is a basic bodily movement of his, then willing to move his right 

leg is moving his right leg, and moving his right leg is the action itself, not the 

effect of some other action. It might well be the case that moving his right leg 

is not in fact a basic bodily movement of his, since moving a leg seems to be a 

very complex movement that involves several muscular contractions. If this is 

the case, then some muscular contraction by which the leg moves must stand as 
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a basic bodily movement of Forrest’s running. The point is that if there are any 

actions of Forrest, then there must be some basic bodily movement of his. That 

is, if there are actions of Forrest that are effects of other actions of his, then 

there must be some action of his which is not the effect of other action of his. 

Otherwise, we would be involved in a regress: if moving a leg is not a basic 

bodily movement, then it is caused by another bodily movement distinct from 

it, and if this other bodily movement is not basic, then it is caused by another 

bodily movement distinct from it, and so on (Danto 1965: 51). If there is no 

basic bodily movement, it seems that no action at all could ever be performed 

by the agent, since he could never start a single one.  

Presumably, all the running of Forrest is either just a matter of one basic 

action done ‘just like that’ after another basic action done ‘just like that’, or a 

matter of one first basic action (somehow!) causing a second action, and this 

causing a third one, and so on, in a causal chain that at least includes one basic 

action as its first link–the very first step. In either case, the running of Forrest is 

simply a series of bodily movements. Basic bodily movements, that is, the 

actions that really make the case for the very existence of actions, presumably, 

are all internal to the body (Hornsby 1980: 14), e.g., a muscular contraction, a 

neuron-firing or other fine-grained bodily movement. Basic bodily movements 

are usually described or individuated in terms of their effects, but they are the 

causes of them and not, in themselves, the effects of other actions of the agent. 

When an agent acts, he performs a basic bodily movement ‘just like that’ and 

the rest is ‘up to nature’. It may or may not follow some further effect; and if it 

follows a further effect, it may be typical or atypical. But all these go beyond 

the action itself. Thus, it seems that the only real actions performed by an agent 

are basic bodily movements. All what an agent can do for making something 

happen is to perform some basic bodily movement and let things go. 

 

 

Something is Missing 
 

There are big difficulties with these two standard accounts of agency in 

terms of actions: 

First, both acts of will and basic bodily movements are very mysterious 

entities. Think in acts of will. If all what there is to an action is an act of will, 

then it seems that we have no idea of what an action is in itself (Lowe 2001: 

249; Melden 1960). Acts of will are supposed to stand as wholly distinct causes 

of other wholly distinct events, and, as such, it should be possible to 

individuate them without making any reference to those events that follow 

them. The problem is that when we try to understand the content of acts of will 

without making reference to those events we are in the dark. Conversely, when 

we do start to get an idea of what acts of will are it is because we have 

collapsed their content with the contingent relations in which they stand to the 

wholly distinct events that they happen to bring about. Because the only 

recognizable aspect of the act of will to move a leg in an occasion is that it is 
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the X that happens to cause the movement of a leg in that occasion. And that is 

not very informative about what X is in itself. And the same holds for basic 

bodily movements. Typically, we also individuate them by making reference to 

their effects; but if their effects are wholly distinct from them, we are in the 

dark about what basic bodily movements are in themselves; and if all what we 

know about a basic bodily movement is that it is the X that causes certain other 

bodily movements, then there is not too much progress. One might think that 

there is nothing to worry about in all this and attempt a functional individuation 

of X, just like some philosophers like to define theoretical terms. What are 

electrons? Functionalist answer: whatever entities play the roles r1, r2, …, rn in 

our best scientific theory about electrons. But this is just another way to restate 

the same problem that I raised above. When we define theoretical terms in 

science we are interested in distinguishing the Es, say the electrons, through 

their nomological/causal roles. And that is good enough for science. But this 

doesn’t give us any clue about the intrinsic nature of the Es, at least not under 

the commonly shared assumption according to which the nomological/causal 

role of an entity is not an intrinsic feature of it. After all, we don’t want to say 

that an electron stands in the nomological/causal relations that it actually stands 

to other entities in virtue of its intrinsic nature, of what the electron is in itself. 

The common shared assumption says that the Es could have played different 

nomological/causal roles without suffering intrinsic alteration, without ceasing 

to be what they are. If so, then the nomological/causal relations in which an 

object stands to other objects only reveal us its extrinsic nature–e.g., how the 

object happens to be related to other objects, what the object is disposed to do 

under such and such circumstances and given certain contingent laws of 

nature–but they don’t tell us any information about its intrinsic nature, that is, 

they don’t tell us what the object is. Thus, a functional definition, though useful 

in some domains, is not a real definition, as a scholastic would say. A 

functional definition gives us a relational name for an intrinsic nature, but this 

intrinsic nature still remains in the dark (cf. Jackson 1998: 23–24). 

Secondly, the only real difference between acts of will and basic bodily 

movements is that the first ones seem to commit us to some form of mind-body 

dualism while the latter not. In fact, under the volitionist account, according to 

which an action is always an act of will and cannot but be wholly distinct from 

a bodily movement, what else, if not a sort of irreducible mental entity, could 

an action be? Certainly not another physical movement distinct from a 

movement of the agent’s body! And since the movements of the agent’s own 

body are excluded by definition, what else could ground the fact that someone 

is an agent? Well, it seems that only some mental entities of his. 

Apart from that difference, which is irrelevant for the purposes of this 

paper, acts of will and basic bodily movements are very similar. In particular, 

they both seem to come into existence ‘just like that’. They both are particulars 

that come when they come, and the rest, what follows after them, is always ‘up 

to nature’. Nothing really seems to be necessitating their existence. And in 

themselves they don’t seem to necessitate anything else for being what they 

are. Thus, it seems totally mysterious how acts of will or basic bodily 
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movements are supposed to really make Forrest run if not by pure cosmic 

coincidence. This pervasive metaphysical disconnection that particular acts of 

will and basic bodily movements seem to enjoy makes very difficult to see 

what intrinsic feature may distinguish them from mere disconnected 

happenings. One might say that acts of will and basic bodily movements do not 

come ‘just like that’, since they are always caused by some belief or desire of 

the agent. But, of course, this depends on how we understand ‘caused’ here. If, 

as we have said, an entity is what it is regardless the nomological/causal roles 

that contingently plays, then states like beliefs or desires are what they are in 

virtue of their intrinsic natures, and they don’t necessitate a further extrinsic 

entity, like an act of will or a basic action, to be what they are. And so with the 

allegedly ‘caused’ acts of will or basic bodily movements. There is just one 

thing and then another one, as a Humean would say. The word ‘caused’, in the 

sentence above, has no more ontological import than the word ‘and’: there is a 

belief/desire, and there is an act of will or a basic bodily movement, and there 

is some other extrinsic event. You can say that the first one ‘caused’ the second 

one, and that the second one ‘caused’ the third one, but, being ontologically 

serious, given that their intrinsic natures are ontologically independent, each 

one of those entities comes to existence ‘just like that’. In principle, each of 

them is a brute fact without further ontological ground. 

Third, both standard accounts explain agency through actions and not the 

other way around. Their focus is not activities like running or willing-to-run, 

but particular actions, particular steps. What we have for accounting for the 

activity of willing-to-run is either one master act of will or a series of wholly 

distinct acts of will, and for the bodily activity of running is either one basic 

bodily movement or a series of wholly distinct basic bodily movements. All 

what these alternatives can offer us is wholly distinct particular actions. And, 

qua species of events, both acts of will and basic bodily movements are all 

countable, well-bounded, dated and unrepeatable particulars, complete units in 

themselves. In both cases we have the enormous difficulty of identifying what 

counts as a single action, what counts as a building block in Forrest’s 

enterprise. Presumably, one needs to accept the existence of point-like actions 

as the atoms of running/willing-to-run on pain of falling into arbitrariness in 

doing the carving. But the worst of all is that in both cases it seems that all of 

the active character of Forrest enterprise has vanished. We are said that Forrest 

is an agent in virtue of performing acts of will or basic bodily movements, and 

then our attention is directed to the content of acts of will or basic bodily 

movements, but the key ingredient is left aside, namely: what do we mean by 

performing an action. It is in the performing bit where all the interesting things 

are really happening. Because no one really runs if running is understood as a 

series of particular bodily movements, and no one really wills-to-run if willing-

to-run is understood as a series of particular acts of will. Just like no one really 

moves by being located at place p1 at time t1, and then by being located at 

place p2 at time t2. In fact, no one really acts in virtue of one particular action 

of his being related to other particular entities. A relation is a state of being, 
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which, just like being located at, cannot be accepted to make sense of an 

activity like running or willing-to-run. And this happens either if we understand 

relations in the Humean way–i.e., as supervenient in external and contingent 

spatiotemporal relations (Lewis 1986)–, or in a moderate anti-Humean 

fashion–i.e., as external but brutally nomic (Armstrong 1997)–, or in a straight 

anti-Humean fashion–i.e., as internal and necessary (Bird 2007). If Forrest is 

really an agent, then this cannot be because one of his actions is in an actual 

relation (of whichever degree of necessity) to other entities. If activities like 

running or willing-to-run were understood in terms of events standing in 

relations to other events, they would collapse into four-dimensional series 

where some parts actually stand before some parts and after other parts, or 

where some parts actually stand as causes of some parts and as effects of other 

parts. Alternatively, if our focus is on particular actions but we exclude cross-

temporal relations and accept that only present objects exist, we still have 

nothing really active. Because, under this second understanding, activities are 

reduced to snapshots, that is, to particulars that pop in and pop out from present 

existence in a point-like instant. Obviously, in neither of these cases we can 

find something like the activity of running or the activity of willing-to-run: we 

find either various particulars standing in cross-temporal relations or just one 

particular existent indexed to a privileged present time after another one. 

Fourth, the accounts that put the attention on particular actions do not only 

make activities like running very mysterious, as I showed above, but also tend 

to remove the very agent itself from the scene. After all, as we also saw above, 

we are never told how is it that particular actions stand to the agent. That is, we 

are not only in the dark about what is meant when is said that particular actions 

are performed by a certain agent, how is it that the enterprise of running or 

willing-to-run belongs to Forrest, but also about Forrest himself. Where is he 

himself in all these analyses of his running? When we think of actions as acts 

of will, it is hard not to see Forrest either as himself being reduced to a series of 

acts of will or as a bare transcendental substratum that stands in a very 

mysterious relation to his own acts of will. Similarly, when we think of actions 

as basic bodily movements, it is hard not see Forrest either as a series of basic 

bodily movements or as a bare transcendental substratum that stands in a very 

mysterious relation to his own basic bodily movements. But if Forrest is really 

a willer or a runner, then he is not reducible to a series of particular actions 

standing in cross-temporal relations nor to a series of particular actions indexed 

to the present time, nor to a bare substratum that somehow supports one 

particular action after another one. If this were the case, he wouldn’t be a 

runner and his running would collapse into something totally frozen: a state of 

being. 
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Action as Abstraction from Activity 
 

What the standard accounts of action are missing is that running or 

willing-to-run are not actions, nor series of actions, but activities, i.e., ongoing 

processes. Activities should not be identified with actions. As Hornsby has 

recently argued, unless activities/processes are allowed as something that is 

prior to actions/events, then ‘it seems that we cannot think of agents as ever 

being in any sense active’ (Hornsby 2013: 1). I agree with her in this point, 

though, as I will argue later, this is still not enough. Certainly activities need to 

be incorporated to make sense of what Forrest did. Now, what makes the 

difference between an activity and an action? Actions are species of events, and 

events are particulars. An event is always a countable, well-bounded, dated, 

unrepeatable and complete particular, a self-contained unit of being. Thus, 

events are things like births, football matches, weddings and funerals, and they 

are usually reported in sentences that suggest their complete and perfect 

character, like ‘the vase broke after the stone hit it’, ‘Peter ate an apple’. In 

contrast, an activity is a species of process, and it can only be reported as a 

dated event when it is over. Activities (insofar as processes), unlike actions 

(which are particulars), exhibit something like a type or universal character: 

when Forrest started running/willing-to-run that day he kept doing the same 

activity during various days. The activity of running/willing-to-run is 

something that goes on as long as it goes on. The sentence ‘Forrest ran 

yesterday’ does not report Forrest’s activity; in contrast, the sentence ‘Forrest 

was running yesterday’ does report it. In itself, an activity is neither a relation 

nor a relatum of a relation and it does not enjoy a well-bounded spatiotemporal 

location. In principle, Forrest might be running for his whole life without ever 

finishing his race, or he might decide to quit right after starting. As Hornsby 

(2013: 4) claims, if there are particular actions at all, it seems meaningful to 

ask how many of them there are. But it is meaningless–not merely difficult, but 

simply meaningless–to ask how many of ongoing activity there is. Asking how 

many running there is is like asking how many water there is. Since ongoing 

activity is not a countable particular, the proper question would be something 

like for how long has Forrest been running. For a day? For a year? For his 

whole life? 

When we understand that running/willing-to-run is an activity, then 

particular actions are better understood as abstractions from activity. The 

standard, atomistic, conception takes a process as the result of particulars 

standing in causal or spatiotemporal relations, a four-dimensional string of 

frozen snapshots, or as a series of actions indexed to a privileged present time, 

where the relation of location-at-a-time replaces the role of cross-temporal 

relations. Under this understanding of processes, all the apparently dynamic 

character of an activity is lost. Because there is nothing properly active in a 

sequence of particular actions nor in any particular member of such sequence, 

just like there is nothing properly active in a sequence of still photographs that 

tries to reconstruct, frame by frame, snapshot after snapshot, the process of a 
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flower growing. Understanding a process in terms of events indexed to times or 

in terms of events standing in cross-temporal relations is the very denial of the 

tensed character that processes exhibit (Sellars 1981). A process is essentially 

tensed, and it can only take place in a tensed conception of reality. This 

conception excludes states of being like those involved by cross-temporal 

relations or by relations of being located-at-a-time as the ways of making sense 

of motion or change, since it takes these latter to be prior to the former. After 

all, nothing really changes or moves in virtue of being related to other things or 

in virtue of being located-at-a-place-time. When one starts with process as 

basic, one reaches the ideas of action, cause and effect, events, and temporal 

locations, as abstractions from process. In fact, in a tensed view of reality, the 

very notion of time is obtained through abstraction from process. Of course, 

this conception still doesn’t offer us any criterion to distinguish between those 

processes that are the labor of an agent and those that are not, that is, between 

activities like running and those other processes in which no agent seems to be 

involved, like that of raining, for instance. In fact, an ontology that gives 

priority to processes over events, and then treats activities as prior to actions, 

still says nothing about what is the difference-maker of that special process 

which is supposed to be an activity. Well looked, this is obvious: the agent has 

also been absent here. The truth is that even if we grant the incorporation of 

activities to our effort of understanding Forrest’s enterprise, there are still some 

crucial doubts.  

First, to answer this last difficulty, one might say, like Hornsby (2013) 

does, that an agent engages itself in an activity. If so, is this engaging of the 

agent what distinguishes an activity from an agent-less process? But what is 

engaging if not another process, like raining? As we can appreciate, this first 

difficulty (i.e., distinguishing activities from mere processes) is an aspect of 

another major difficulty, which is the old problem of instantiation, that is, the 

problem of what kind of mysterious tie links an object with its attributes–in this 

case, an agent with its activities. Are we thinking of Forrest again as a bare 

transcendental substratum or as a logical atom of which we contingently 

predicate some activities? Are we thinking of activities as somehow primitive 

and free-floating entities, that come when they come, ‘just like that’, to then 

somehow land on the surface of the agent? We might well have replaced 

actions with activities, but we are still in the dark about what is meant when we 

are told that an agent engages in activity. If this engaging is what distinguishes 

an activity from other processes, and agents from inactive objects, aren’t we 

facing a regress when we claim that an object is an agent when it engages in an 

activity? After all, what is engaging if not another activity? And if we need an 

activity (i.e., engaging) to link an activity (e.g., running) to an agent, how can 

we link that very first activity to the agent? A second engaging, a sort of 

engaging in engaging, will not do the job, since we will need another 

engaging, and so on, and we will be involved in a hopeless regress of infinite 

links, none of which provides the desired metaphysical glue, as Bradley (1930: 

chs. II–III) warned us. 
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Second, if there are activities like running or willing-to-run, how can we 

preserve their alleged active or dynamic character without falling into the 

temptation of accommodating them in a tenseless, eternal, conception of 

reality? It seems clear that if there is any activity, then these cannot take place 

in a tenseless view of reality, where all past, present and future objects actually 

exist. But, on the other hand, how can we accommodate activities like running 

in a tensed view of reality, without collapsing them into something like one 

particular stage that pops in and pops out from present existence in an instant? 

As far as I can see, all these worries are connected, and they have one common 

solution: we need to link activities to persistent agents, to runners and willers, 

in a more intimate way. Runners and willers cannot be runners and willers if 

they are somehow alienated from their respective activities of running and 

willing (cf. Lewis 2002). That is, an agent cannot be an agent in virtue of being 

linked to certain activities via this mysterious entity that allegedly falls under 

words like ‘performing’ of ‘engaging’. After all, an agent is a performer, and it 

cannot but be a performer on pain of betraying what it is. He cannot but be 

engaged in his activities. 

 

 

Activity as Abstraction from Active Object 
 

The two main reasons that explain why standard conceptions of action 

cannot make sense of what Forrest did is, first, that they think that the relevant 

objects that make Forrest an active being are particular actions of his, so they 

eliminate real activity from the picture; and second, that they also tend to 

remove the very agent from the picture, since they never clarify how is it that 

those actions stand to the agent. We are never told how is it that an agent gets 

to perform certain actions. Either the agent is dissolved into a series of 

particular actions or the agent is taken as a bare transcendental substratum or as 

a logical atom of which we contingently predicate particular actions. But 

nothing like that can make sense of a runner like Forrest. Activities fill in one 

gap. Nothing can really be active if there is no activity. Particular actions are 

better understood as abstractions from activity. Now we need to complete the 

picture. We need to rescue Forrest, the performer, from the backstage. Just like 

actions are abstractions from activities, I claim that activities are better 

understood as abstractions from essentially active objects. Thinking of 

activities as sort of entities in which an agent is contingently engaged, leads us 

to think of activities as entities that are ungrounded in the nature of the object, 

that is, it leads us to believe that activities somehow get contingently attached 

to the surface of an otherwise passive and bare substratum. The temptation of 

treating activities as self-sufficient entities that enjoy their own determinate and 

independent identity conditions, comes from this ‘loose and separate’ 

understanding of how objects are supposed to stand to their features. But free-

floating activities don’t make sense, just like bare objects don’t make sense. 

Mere activities do not act; passive objects do not act; only active objects act. 
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So the bond between object and activity must be stronger than mere 

contingency. But, as Dumsday argues, simply saying that an object is 

‘necessarily’ related to an activity is totally mysterious and ad-hoc, since there 

is nothing that can explain the necessity of that connection if we take object 

and activity, form the very start, as wholly distinct existents each one with its 

own nature. The only necessity that is not mysterious is the one that flows from 

essence, from what something is. Thus, only an essentially active object can 

really necessitate and guarantee the existence of ongoing activity (Dumsday 

2012: 55). Only an essentially active object has a sufficiently rich nature to 

guarantee that certain activities will flow from it. An essentially active object 

cannot but be in constant activity. Such an object, of course, cannot be 

understood as a bare transcendental substratum or as a logical atom. Only 

philosophers that have treated agents as substantial forms have the proper 

materials. Of course I include here Aristotle, but I also include those who 

follow Aristotle in thinking that to be a substance is to be an active being, that 

the essence of a substance is to act or to strive, that being is acting (e.g., 

Leibniz, Spinoza). What needs to be highlighted is that the properties of a 

substantial form do not stand as relata-in-relations. Thus, activities are not 

linked to agents through these spooky links that allegedly fall under words like 

‘performing’ or ‘engaging’. As Scaltsas puts it:  

 

[F]or Aristotle, a universal form is not related to its subject by an 

ontological relation (e.g., by participation, communion, etc.), but it is 

separable from that subject by abstraction. The realist element in 

Aristotle’s account of universals is that the singling out of a form by 

abstraction is grounded in experience: thoughts about the abstracted 

universal form derive their truth conditions from thoughts about the 

substance that the form is abstracted from. Thus, the path from the 

substantial form in actuality (=the concrete substance) to the 

abstracted form (=the universal) is separation by abstraction, which 

has no ontological correlate, but is governed by the content of our 

experience. (Scaltsas 1994: 5, his emphases) 

 

This is why the activities of an agent do not enjoy numerical distinctness 

and determinate identity conditions while being the activities of that very 

agent. The agent itself is the only object that enjoys distinctness and 

determinate identity conditions. Activities acquire distinctness and identity 

only after a process of thought makes abstraction of them from the restless 

agent. Derivatively, actions acquire distinctness and identity only after a 

process of thought makes abstraction of them from activities.  

So how do we make sense of Forrest enterprise? Forrest runs/wills-to-run 

because he is an essentially active object: he cannot help but running/willing to 

run. He wouldn’t be himself if he were not a runner/willer. Whether he is a 

runner or a willer-to-run depends on whether we understand him as a material 

or immaterial substance. But this, for our purposes, is not very relevant: in both 

cases Forrest acts because he is an essentially active object. In both cases we 
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get the idea of a numerically distinct action through abstraction from activity, 

and the idea of a numerically distinct activity through abstraction from the 

restless unfoldment of an agent. The beginning of wisdom lies in accepting the 

basic character of the performer without destroying him qua performer; that is, 

we may rejoice ourselves in thinking about actions and activities qua 

abstractions as long as we resist the temptation of reifying them. Otherwise, the 

very idea of what is to be an agent is lost in the process. Because once we take 

actions or activities to be numerically distinct existents, then there is no non-

arbitrary way, no non-brutal way, in which we can connect them back to the 

agent. If there are genuine agents and we take actions or activities to be 

properties that are predicated of them, then we need to accept the following 

trade-off: 

 

[T]here is an inverse relation between the identity and the actuality 

of a property: The closer we get to the property’s actualized 

(instantiated), the further we get from the property’s identity; the 

closer we get to the property’s identity (in its definition), the further 

we get from its actualized state. (Scaltsas 1994: 4, his emphases) 

 

If Forrest is an agent, then activities or actions of his are abstractions from 

him. Of course, this doesn’t imply that there are in fact agents like Forrest. It 

only means that if there is someone like Forrest, then we cannot make sense of 

him qua agent by recurring to the idea of numerically distinct actions or 

activities that he (somehow!) performs or engages in. If he is a genuine 

performer, then the numerical distinctness of his actions or activities is well 

lost. 
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C H A P T E R   FOUR 

 

An Attempt to Undermine the Extreme Claim 

 
Sinem Elkatip Hatipoğlu 

 

 

According to reductionism, personal identity consists in the 

continuity and connectedness between psychological and/or bodily 

states and not in a further fact. Itôs been argued that when 

reductionism is endorsed, oneôs concern for oneôs future, called the 

special concern, cannot be justified. Parfit (1984) calls this the 

extreme claim. The extreme claim is typically based on the view that 

continuity and connectedness are irrelevant to the special concern. 

My purpose is to undermine the extreme claim. I first argue against 

the stronger claim that the special concern is not compatible with 

reductionism. Also I argue against the view that phenomenal 

consciousness cannot be made sense of when reductionism is 

endorsed. Secondly I argue that the continuity and connectedness 

between psychological and/or bodily states figure in the 

determination of a mental state as a mental state of a particular 

kind, e.g. as a state of concern rather than a belief or a desire. 

Therefore continuity and connectedness can be seen as relevant to 

the special concern. Thirdly I argue that some examples used in 

favor of the extreme claim assume psychological criterion of identity 

and that those examples fail to support the extreme claim when 

bodily criterion is endorsed.  

 Keywords: Personal identity, special concern, extreme claim, 

reductionism, Parfit. 

 

 

Introduction 
 

According to Parfit (1984), personal identity consists in psychological 

continuity and/or connectedness, hence personal identity has to do with the 

way one’s psychological states are related. This is a reductionist view of 

personal identity since facts about personal identity ultimately reduce to facts 

about psychological or bodily states. The reductionist view stands in opposition 

to the non-reductionist view of personal identity according to which facts about 

personal identity do not reduce to facts about mental or bodily states. Personal 

identity consists in a further fact such as a Cartesian ego or a Lockean 

consciousness. It has been argued that the concern one has for one’s future – 

which is called the special concern – cannot be justified if one endorses a 

reductionist view of personal identity. (Kind 2004, Schechtman 1996, Langsam 
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2001, Whiting 1986, Wolf 1986) Parfit (1984, p.307) refers to this as the 

extreme claim. 

My purpose in this paper is to undermine the extreme claim. While the 

extreme claim has been refuted on the grounds that concern for one’s future is 

not the kind of thing that would be implied, or can be justified by a 

metaphysical theory of identity (Wolf 1986, Garrett 1991), I am not interested 

in this particular type of refutation because the reasons involved are not 

specific to reductionism. And they would not have been specific to non-

reductionism either had the non-reductionist view been accused of failing to 

justify the special concern. The issue at hand is rather a criticism of the failure 

of reductionist accounts of personal identity to justify the special concern, 

granted that theories of identity in general are related to issues on why identity 

matters. 

In an attempt to undermine the extreme claim it has also been argued that 

non-reductionists about personal identity aren't really better off than 

reductionists in grounding the special concern. Johannson (2007) Such 

discussions appeal to the non-reductionists’ negligence to articulate what the 

further fact is. (Shoemaker 1985, Langsam 2001) However, the non-

reductionist’s failure to provide such a theory is essentially not relevant to the 

metaphysical dispute between reductionists and non-reductionists about 

whether or not there needs to be a further fact – whatever it may be – to justify 

special concern. Hence I am not interested in this particular type of refutation 

either because it does not address the heart of the matter.   

Frequently the extreme claim, that is the claim that the special concern 

cannot be justified by a reductionist view, usually gets confounded with a much 

stronger claim that the reductionist view is not compatible with the special 

concern. Reasons for the extreme claim may thus be confounded with reasons 

for wrongly thinking that reductionism is not compatible with the special 

concern. So in the first part, I will address this issue and explain why 

reductionism is compatible with the special concern. It is important to establish 

that reductionism and the special concern are compatible since any attempt to 

justify the special concern by the reductionist may be dispensed with before 

giving it any serious thought when the two are taken to be incompatible. Hence 

in the first part I address compatibility issues and in the second part, I attempt 

to provide a justification. 

 

 

Compatibility Issues 
 

According to the reductionist, personal identity consists in the continuity 

and/or connectedness between psychological and/or bodily states in a non-

branching manner such as the connectedness between a desire and an intention 

that is based on it, or a memory and the experience it is a memory of. Why then 

would reductionism be incompatible with the special concern? The most 

immediate answer is that there is no place for an appropriate subject of concern 
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in reductionist accounts of personal identity. In other words, reductionism 

accommodates the concern as a mental state and a stream of other mental states 

that are continuous with it, but not the thing that is concerned. Non-

reductionism’s further fact on the other hand, viz. a Cartesian ego, a self or a 

subject, seems to provide us with something that is concerned; something that 

is over and above mental states and the ways in which they are related. After 

all, like Reid (1785/2008, p.109), most people would think of themselves as not 

just a bundle of mental states but as the thing that has those mental states, e.g. 

as subject of experiences and therefore rightly justified about their futures. 

A suitable candidate of concern as a subject of experience seems essential 

for the special concern but it is not really clear why it is assumed that there is 

no place for an appropriate subject of concern in reductionist accounts of 

personal identity. Parfit (1984, p.223) himself says that persons are what have 

experiences, therefore they are subjects and in that sense they are distinct from 

their bodies and experiences, but he adds that they are not thereby separately 

existing entities; that is, separate from their bodies and experiences. At the 

same time however Parfit (1984, 1998) remained a bit ambiguous about 

whether or not, as a consequence of reductionism, the talk of persons could be 

eliminated from the description of the world. (Behrendt 2003) I contend that a 

reductionist might argue that the concept of an experience entails the concept 

of something that has the experience, i.e., the subject without saying anything 

further about what that something is. Experiences and subjects may be 

intrinsically related in our conceptual schemes, however metaphysically 

speaking this neither guarantees nor even strongly suggests the presence of a 

separately existing subject. Strawson (2003, p. 280) for instance says that 

whenever there is an experience, there is a subject of experience and calls this 

the subject thesis, but he also adds that no inference about the nature of the 

subject can be made from the subject thesis, not even an inference that the 

subject is ontologically distinct from the experience. (p.293) 

Reductionists may agree without contradiction that an experience exists 

only if someone has it, e.g. that there’d be no pain unless someone has it. It is 

just that the reductionist’s account of the fact ‘someone has it’ would differ 

from the non-reductionist’s. For instance a reductionist might argue that an 

essential property of an experience is that it is embodied and call this medium 

of embodiment, whatever it might be, the subject. I do not aim at articulating 

the specifics of what a reductionist would understand from subjects. All that I 

am suggesting is that subjects can be accommodated within the reductionist 

agenda without conflict, merely as a consequence of what we understand from 

experiences. Hence the view that there are no subjects of concern in 

reductionism could no longer be easily used to support the extreme claim.  

Langsam (2001) for instance uses the alleged lack of subjects in 

reductionism to support the extreme claim. He says that one would be 

concerned about a dentist appointment mainly because one would feel pain and 

he argues that for the mental state of pain to have phenomenal consciousness 

and thereby hurt, there needs to be a subject of the pain. The consciousness of 

the pain cannot be accounted for in terms of the psychological continuity the 
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mental state of pain takes part in. Instead it requires a subject for whom there 

will be something like to have the pain. The subject – or in his terms the self – 

is an explanatory posit in our folk psychological theory of consciousness and 

helps us make sense of the phenomenon of consciousness, phenomenal 

consciousness in particular. And since the special concern about pain is 

justified only if the pain hurts, in other words only if the pain is conscious, 

whatever accounts for the consciousness of the pain is essential to the 

justification of the special concern. According to Langsam, the self is an 

indispensable part of this account and without the self as the further fact the 

special concern cannot be justified. 

It is not clear however why the need for a subject is equated with the need 

for a further fact. As discussed, a reductionist may agree without contradiction 

that subjects are indispensable as a result of what we understand from 

experiences, or conscious mental states. However subjects in this sense do not 

need to be accepted as distinct entities that constitute the non-reductionist's 

further fact. For instance, it is conceivable that subjecthood is something that 

arises once a certain level of complexity within the biological organization of 

an organism is achieved. (Damasio 1999) In other words, the subject would not 

be a distinct entity that feels pain, but a conceptual artifact that makes it easier 

for us to talk about pains that hurt once such a level of representation of mental 

states is established. 

Langsam’s emphasis on consciousness is nevertheless well placed and 

offers a very important insight. Surely the mere occurrence of a mental state of 

pain does not justify one's concern. The pain needs to be conscious. Although 

unstated, it is obvious that one’s concern for either the dentist appointment or 

the torture involves pains that have not yet been instantiated. Hence a person in 

having a special concern in examples of torture or dentist appointments relies 

on what he already knows about pains based on past pain experiences. It is 

essential to the justification of the special concern that these pain experiences, 

the conscious mental state of the concern and the anticipated pain all partake in 

the same stream of consciousness. To that end, continuity and connectedness, 

in its one form or another, viz., bodily or psychologically or perhaps both, can 

be conceived as a way of ensuring the singularity of the relevant stream.
 

Consequently, continuity and connectedness between all kinds of mental states 

such as childhood memories that may at first seem irrelevant to the special 

concern about e.g. a dentist appointment becomes an epistemologically 

necessary resource to pin down the relevant stream of consciousness. 

This way it is possible to think that reductionism is at least compatible 

with the special concern and then the reductionist has a chance to see if she can 

further justify the special concern. One way to do that is by showing the 

significance of continuity and/or connectedness, which I will refer to as CC 

from now on, for the special concern. Before I proceed though, I must add that 

strictly speaking a reductionist does not have to commit to a psychological or a 

bodily criterion. Since Parfitian reductionism is by far the most influential one, 

most of the discussion that follows is on psychological continuity and/or 
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connectedness, however I intend CC to remain neutral.  

 

 

Reductionist Justification 
 

The special concern as a mental state has an intentional character; it is 

always about something. We’re not just concerned, we’re concerned about 

something. Surely there are cases when one has a disposition of being 

concerned or rather agitated without knowing what he is concerned about, but 

that is not the kind of concern implied by the extreme claim. One is concerned 

about one’s health, financial resources, concerned about how the appointment 

with the dentist will go etc. The content of a mental state of concern is 

significant to the extreme claim for reasons that I discuss below and I contend 

that CC between perhaps not all but some experiences figures in the intentional 

and the qualitative characteristics of mental states, which in turn determines 

those mental states as states of concern rather than say as desires or beliefs.  

According to Langsam (2001, p.250) my worry concerning a dentist 

appointment can’t be based on the fact that the person who will be sitting in the 

dentist's chair tomorrow has the same childhood memories as the ones that I 

have. He says this to emphasize that psychological continuity is really 

irrelevant to the special concern. While this may sound reasonable at first, there 

are other considerations that may make CC between perhaps not childhood 

memories but between other memories, beliefs, dispositions etc. and one’s 

current psychological states significant for the concern about the dentist visit, 

e.g. CC between my prior experiences at the dentist. Whether or not I have 

been to a dentist, the number of times I have been to a dentist, the stories I have 

heard from other people about their dentist visits undoubtedly play a role in 

whether or not there would be a mental state of concern and the intensity of the 

concern about my future dentist visit.  

My prior experiences regarding dentist visits also figure in the way my 

special concern is related to my other mental states such as my unwillingness 

to go. What makes a mental state the mental state of a particular type such as a 

belief as opposed to say a desire is partly determined by the particular content 

of the mental state and how that particular mental state relates to other mental 

states. If I have never been to a dentist before, I am likely to be less worried 

compared to a person who’s been to the dentist before. Or maybe I will be 

more worried because of fear caused by not knowing what it is like to undergo 

a dental procedure. Either way, the particular nature of my mental state and 

how it relates to other mental states is influenced by prior relevant experiences. 

So, even though when certain experiences such as childhood memories are 

considered in isolation, they seem irrelevant to the concern, other experiences 

aren’t, especially those that involve dentist visits. Hence CC between prior 

dentist visits and present expectation of the future dentist appointment, 

becomes significant since it partly determines the mental state about the future 

dentist visit as a mental state of concern, as opposed to say merely a belief that 

I’ll go to the dentist tomorrow.  
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The defenders of the extreme claim seem to focus on those psychological 

states that seem irrelevant to the concern like childhood memories and infer 

that CC between psychological states in general is irrelevant. But this inference 

is untenable. One may argue here that CC matters for the concern only insofar 

as the person can remember the experiences between which the CC holds. 

However I do not intend the significance of CC for content to rely on the 

subject’s awareness of the CC, nor for that matter on the kind of narrative 

outlook that Schechtman (1996) argues for as a condition of personal identity. 

It is perfectly conceivable that a frightful childhood experience with fierce 

dogs may be the reason for my fear of dogs as an adult even if I have 

absolutely no recollection of the incident whatsoever.  

Still one might wonder whether an appeal to CC for identifying a mental 

state as a state of concern is the same as providing a justification of the 

concern. The criticism would be that the claim that such CC is what personal 

identity consists in does not seem to do any explanatory work for the 

justification of the special concern. In addition, one might agree that CC is 

indeed relevant to the special concern in the sense discussed above but also add 

that the non-reductionist does not need to deny this.  

Firstly, granted that the significance of CC for the special concern is 

accepted, I don’t think that the non-reductionist’s endorsement of CC weakens 

the reductionist’s account of the special concern.  Whether or not she endorses 

the influence of CC on mental states, the non-reductionist says something 

further. She says that facts about personal identity do not reduce to facts about 

mental or bodily events; personal identity consists in a further fact. The 

discussion above consists of how a mental state becomes a state of concern and 

not e.g. a belief in virtue of the CC between some mental states. And since the 

reductionist says that personal identity consists in such connectedness and 

resulting continuities between mental or bodily events and nothing further, the 

articulation of how a mental state becomes a state of concern in the absence of 

a further fact naturally becomes the reductionistôs account of the concern or at 

least an essential part of it. 

It may be argued that the account I’ve given is too broad and not 

particularly about concerns let alone the special concern, that is the concern 

one has for oneself. The criticism would be that the same explanation could be 

given for the occurrence of beliefs, or desires, or concerns for others or concern 

for oneself, while the extreme claim is specifically about one’s concern for 

oneself.  

I’m not however sure why it would be a weakness of my account that it 

can be used for other mental states as well insofar as the interactions and the 

resulting influences are taken to uniquely determine mental states as mental 

states of a particular kind. Surely an articulation of why under certain 

circumstances, a belief arises and under other circumstances a concern does 

would greatly improve my account and help reductionists in their overall 

agenda but I can't take up such issues here. To that end my account can be seen 

as merely pointing in the right direction.  
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Nevertheless there is another argument for the irrelevance of continuity. 

Suppose that you are told that you will be tortured tomorrow after ensuring that 

the person at the time of the torture is not going to be psychologically 

continuous with the person you are now. Would you still be concerned about 

the torture? The answer is an immediate yes and understandably so because all 

that seems to matter is that you will feel the pain. Hence psychological 

continuity seems irrelevant for the concern.  

Suppose further that all your memories, desires, beliefs, intentions etc. are 

transferred to another body and this time you’re told that it is the body that will 

host your psychological states that will be tortured. Apart from the concern 

about losing memories and the rest, you're likely to feel relieved since you will 

not feel the pain. In this case special concern for the person you are 

psychologically continuous with is missing. Again psychological continuity 

seems irrelevant.  

Although in the light of the examples mentioned above psychological 

continuity seems irrelevant to the special concern, bodily continuity isn’t. In 

the second example you are not concerned about the torture since the body that 

will be tortured is numerically distinct from your body. In the first example, 

you are concerned for the body that is continuous with your own.  

The torture examples above and other similar examples in the literature are 

used to show that the special concern is not justified when reductionism is 

endorsed because psychological continuity is not relevant to the concern. A 

reductionist theory of identity however does not have to be cast in terms of 

psychological continuity although undoubtedly Parfit’s theory of identity is, 

and his theory is by far the most influential reductionist identity theory. But the 

main idea behind a reductionist theory is the claim that facts about personal 

identity reduce to facts about other things. Now whether those facts are about 

bodily states or psychological states is not what determines a theory of identity 

as a reductionist theory of identity. However it seems that the counter examples 

used in support of the extreme claim assume that psychological continuity is 

what personal identity consists in according to reductionism even though 

bodily continuity is a perfectly good candidate too. In fact if a reductionist 

about personal identity defends the view that personal identity consists in 

bodily continuity, such counterexamples discussed above cannot be used in 

support of the extreme claim.  

 

 

Concluding Remarks 

 

The main purpose of this paper was to undermine the extreme claim. In 

other words, the claim that when reductionism is endorsed, the special concern 

cannot be justified because what reductionism consists in, viz., continuity and 

connectedness between psychological and/or physical states are not relevant to 

the special concern. I tried to show how CC alone gives rise to a mental state of 

concern rather than say a belief or a desire given a unique set of prior 

experiences. But is this a way of justifying the concern? The extreme claim 
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literature definitely can make use of a better articulation of what it means for a 

personal identity theory to justify a certain psychological attitude towards 

oneself. When the special concern is justified, is it normatively or descriptively 

justified? Is it necessary to explain why one should be concerned about oneself 

in a special way given a certain identity theory? Or is it enough to explain why 

one has a propositional attitude with concern content under some conditions, 

and say e.g. belief content under other conditions? I opt for the descriptive 

approach but some will not find this satisfactory. However the minute one opts 

for the more ambitious normative approach, one faces the dilemma of bridging 

the gap between metaphysical theories of identity and psychological attitudes. 

And that is a concern not only for reductionism but also for non-reductionism.   
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Aesthetic theorists often interpret and understand works of art 

through the social and political context that creates and inspires the 

work. The recent economic recessions, and the accompanying 

austerity measures in many European countries, provide an 

interesting test case for this contextual understanding. Economists 

debate whether or not spending on entertainment and arts drops 

during times of recession and austerity. Some economists assume 

that spending will decline in times of austerity, but others point to 

evidence that spending on creative arts and entertainment remains 

steady and even increases during a recession because of the relief 

and escapism that the arts provide. Tax incentives and production 

rights are often given to filmmakers in the United States; in hopes 

that such projects will enliven a local economy and provide work for 

a local creative community. In the context of recent austerity 

measures in Greece and Spain, new and creative ways for members 

of the arts community to bring about new projects, and fund them in 

ways that critique political leadership, have emerged. Following 

Richard Wollheimôs classic aesthetic theory of ñcriticism as 

retrieval,ò we should be mindful of the cultural values that are at 

stake in the creativity-culture market now being created. In any case, 

some scholars estimate that austerity measures in many countries 

will last until 2020, giving us ample opportunity to be even more 

ñcreativeò with both financial incentives and artistic achievements. 

Keywords: Austerity, Cultural Economy, Creative Class, Tax 

Incentives, Aesthetics, Microtheatres, Entertainment 

 

 

Introduction 

 

To be a great artist or writer, you must be constantly learning  

about the world in which we inhabit. – Richard Wollheim  

 

There is a long tradition in aesthetic theory that considers works of art as 

well as dramatic performances as creative works, and that these creative works 

are best understood with specific understanding of their cultural, political, 
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social, and historical context.  In 1968, Richard Wollheim’s Art and Its Objects 

described art criticism as “the reconstruction of the creative process.”
1
 This 

creative process includes the thought process of the artist/creator, and its 

relation to the historical, political, social influences on the work of art. These 

influences are relevant to understand any work. Wollheim’s major example 

compares a Rembrandt painting to a ‘perfect forgery’ of the Rembrandt – the 

retrieved social and political influences will be quite different between a 

forgery, even a good one, and the authentic work. An especially relevant 

example is Rembrandt’s óLucretiaô of 1666.  Rembrandt is believed to have 

painted Lucretia as a classic literary figure and also as a reference to his lover, 

Hendrickje Stoffels. (Combs 2012) Their affair had been a socially 

unacceptable relationship in his time, taking place after a previous marriage. 

Rembrandt’s wife had died, and her will prevented Rembrandt from marrying 

again, leaving Hendrickje in the position of a mistress, and she suffered greatly. 

Hendrickje’s death took place three years before Rembrandt painted her as 

Lucretia, effectively comparing her to another example of a woman wrongfully 

criticized by society, stabbing herself after being sexually attacked by a king.  
2
 

The artist’s intentions, and the creative process, are different in the case of the 

real Lucretia and any forgery, no matter how technically perfect. Explaining the 

work without reference to this context would be misunderstanding the work. 

Thus the creative process, and our understanding of the work, must be 

understood in historical, political, economic, social contexts.
3
   

Of course, there are significant important alternatives to Wollheim’s views. 

One such view comes from Susan Sontag, who argued that a work of art is to 

be perceived and experienced without being “understood” or intellectualized. 

One might argue from the Sontag position that a viewer who seeks a cognitive 

or factual understanding of a work of art is in danger of reducing that work of 

art to a set of facts related to its creation. In response, the point of the Lucretia 

example is to show that knowing the historical and sociological context of 

work need not impoverish our appreciation of the work, or result in 

reductivism. In understanding the context that inspired the work, we can 

understand the work of art and the artist’s intentions more completely. (In 

holding this view, I have to bracket discussion of a work of art as merely an 

aesthetic phenomenon, or as a “work of art in itself”. For the argument about 

creativity in this paper, I hold that there is unavoidable theoretical, if not 

cognitive or factual information, that is “always already” involved in an 

aesthetic experience.) 

But how far should we take the interpretation of the viewer or audience? 

Umberto Eco (1992) described the intentions behind a work of art as merely 

                                                 
1
Wollheim 1980, 185 

2
Combs 2012 

3
The creative process includes the background beliefs, conventions and modes of artistic 

production against which the artist forms his or her intentions, as well as the current aesthetic 

norms, innovations in the medium, rules of decorum, ideological or scientific world-pictures, 

and the state of the tradition. (Wollheim 1980, 190) 
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the result of conjectures by the viewer or reader. The ‘Lucretia’ example most 

clearly refutes Eco’s argument: if the viewer is the only arbiter of intentions, 

then an excellent forgery of ‘Lucretia’ would inspire the same precise 

conjectures and intentional assumptions as the real ‘Lucretia.’ The most 

intriguing aspect of Eco’s work is the potential for conjectures made by the 

viewer or reader to be evaluated as knowledge claims about a specific time 

period or historical situation. Those who live in contemporaneous and 

comparable circumstances might be expected to share the same understanding 

of the intentions behind a work of art. The ideal critic, for both Wollheim and 

Eco, would seem to be someone who is socially and politically aware of the 

time period in which a work of art is created. (This will be especially 

interesting in times of widespread economic crisis, as described in subsequent 

sections.) 

Wollheim could also be criticized for taking a limited view of artists’ 

intentions as psychological states, or for “reading too much into” the author’s 

influences. Paisley Livingston in her work “Intention in Art” (2005) explains 

that aesthetic theory has been divided over intentionalism and anti-

intentionalism; how much significance we can give to “events in artists’ lives” 

as a means to understand and interpret their artwork. The personal, interpretive 

strategy might be dismissed as amounting to historical and psychological 

analysis at best, or mere gossip at worst. “Intentionalists often respond by 

saying that extreme anti-intentionalist standards of interpretation and 

evaluation are not the proper corrective to critical gossip; instead, biographical 

criticism should be understood as ‘retrieval’, or the reconstruction of the 

creative process, where the latter is taken ‘as something not stopping short of, 

but terminating on, the work of art itself’.” (Wollheim 1980, 185 as cited in 

Livingston 2005, 282) In other words, for Wollheim, the creative process is the 

best way to overcome the limitations of gossip or superficial psychologizing of 

the artist; because it has an end goal of full understanding of the work and what 

inspired it – an exhaustive report of the social, political, and psychological 

influences that went into the work’s creation by that particular artist at that 

particular time. 

Nevertheless, not all intentionalists in aesthetic theory view the artist or the 

author in the same way. We should consider an additional revision of 

intentionalism, which comes from an “anti-realist” understanding of the 

authors and creators of works of art. Stanley Fish argued in favor of 

intentionalism in which the intentions and meanings are still attributed to an 

author of a work, but the author itself is a “projection or construct of 

interpreters.” (Fish, 1991) If the author is a projection or construct of 

interpreters, it can be a community, a nation, or a spirit of the times (a 

Zeitgeist). On this view, to adequately understand or critique a work of art one 

must consider the social and political context that inspired the work. This is the 

version of intentionalism that is the most resilient against the ‘Lucretia’ 

example from Wollheim, insofar as the work need not be considered to be 

completed by Rembrandt or the Rembrandt forger, but as the product of a 

historical and sociological context in which Rembrandts and Rembrandt 
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forgeries are held to be significant creative works. In the context of creative 

processes, we feel comfortable in giving credit to particular creators, rather 

than more abstract concepts such as a Zeitgeist. But we do sometimes speak of 

the history which inspired or gave birth to a particular work of art or a style of 

painting, and we treat these connections as useful explanations or background 

information for a work of art. To clearly understand the works of art created in 

times of economic crisis, the intentionalist view provides the most productive 

methodology. To evaluate a work of art, one should first understand the social 

and historical factors that inspired it.  

 

  

Reconstruction  

 

If the creative process that results in a work of art includes, and is 

influenced by, these external or political factors, then one must be mindful of 

political and economic concerns as they affect the creative community. There is 

a rich tradition in philosophy of economics which can be compared with the 

related views in intentionalist aesthetics. For example, in market theory, there 

are a number of accepted “laws”
 1

 regarding the relationship between supply 

and demand, division of labor, and how the underlying values of a society 

influence economic production. (Dyke 1981, 132-133) If we are open to the 

intentionalist aesthetic theory, then works of art are also a type of product 

which is influenced and arises from a context of values. 

Moving from aesthetics to economics, there is an assumed causal 

relationship between the political, historical, economic context and the work of 

art. In other words, the context influences the creation of the work and our 

understanding of the work. If we imagine a causal order of influence, economic 

context influences creativity. 

Other theorists have addressed the question from the opposite causal 

relationship, arguing that the artistic creativity and productivity of a community 

is instrumental, and even a necessary cause for the community’s economic 

success. In this view, the creativity of a society will cause economic benefits. 

For example, Richard Florida’s concept of a “creative class” has been 

influential for a number of scholars responding to the recent economic 

recession. Florida proposes that a demographic group, or class, made up of 

intellectuals and artists is an ascendant economic force. The rise of the Creative 

Class signals a move away from traditional agriculture- or industry-based 

economies, as creativity and ideas become an economic driving force for local 

communities. In the context of economic recession and austerity measures, 

public policy often uses financial incentives and tax breaks to bring the arts to a 

particular location, to raise revenue through new jobs, services for the 

production crew, and eventual ticket sales.
2
 

                                                 
1
I placed quotes around the term “laws” since there is an excellent literature in philosophy of 

science regarding the complicated and problematic nature of “laws”, especially in economics. 
2
For more information on the Creative Class thesis, see Florida 2012. 
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Economic Theory and the Arts 

 

While aesthetic theory gives insight into the understanding of a work of art 

and its context, economic theory has also provides an analysis of art and 

creativity in the context of austerity measures. For example, we often make 

incorrect assumptions regarding the relationship between the cultural economy 

and other segments of the economy during times of economic recession: 

“whilst one might have expected culture to suffer hardest and first, in fact it has 

not, rather it has higher rates of growth than most parts of the economy.” (Pratt 

2012, 1)  In fact, the relationship between the economic vitality of the cultural 

sector and economic vitality in general is more complex and not uni-

directional. The research literature on cultural spending during difficult 

economic times has reflected two major shifts in opinion among economists 

and media analysts. First, culture and arts spending may no longer be 

categorized as “discretionary,” but as a “core” spend/expense.  Second, the 

cultural economy may actually play an active role as a driver in economic 

revitalization. In other words, the assumption that recession means people 

spend less on art and entertainment may be incorrect.    

The generally accepted view, rooted in conventional economic theory, is 

that economic recessions and periods of austerity reduce demand, and that this 

results in falling consumer expenditure. A related corollary to this conventional 

view is that personal discretionary spending falls at an even faster rate than 

‘basic’ spending. The general expectation is thus that culture suffers, either 

through reduced state spending, or through starkly reduced discretionary 

spending. In real terms, this means that consumers buy less music, eat out less 

and see fewer films; and prefer to spend our diminished income on food and 

shelter. However, the problem is that  economic practice does not follow this 

script.  There is strong support for the theory that culture provides a ‘feel good 

factor’ that is important in periods of austerity.  

The argument for an active economic engine in the arts and culture sector 

can be summarized in the following ways:  Cuts to public funding of culture 

and arts programs have been significant in times of austerity measures, but 

have not resulted in a simple proportionate decline in the cultural sector.   

Instead, new and creative ways of reinvigorating arts and culture have been 

developed. Specific examples of these new initiatives are included in the next 

sections. 

The recent economic recession, and the accompanying austerity measures 

in many countries, relates to the cultural context in an ambiguous way. In the 

last few years, academics have produced a variety of research on the potential 

for a “growth” in creativity during times of austerity measures. Many of us are 

familiar with the catchphrases that are meant to inspire us in times of economic 

difficulty: “do more with less” and “pick the low-hanging fruit.” These phrases 

imply that creative solutions to financial limitations require a loss of quality or 

a sacrifice in innovation. This paper is intended to problematize that 
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assumption.
1
 

Traditionally, the cultural economy has been understood as secondary to 

and dependent on the financial and manufacturing economies. The common-

sense understanding of market and culture is that cultural pursuits depend upon 

the average person having disposable income to spend on entertainment and 

the fine arts. Recent research has shown that this common understanding is 

actually wrong. For example, after the 1929 stock market crash, attendance at 

films increased, and that time period is described as the Golden Age of 

Hollywood. In Spain, the theatre sector invented a variety of “creative” ways to 

work around new VAT taxes, including selling carrots as theatre tickets and 

supporting pop-up microtheatres in private apartments. It can certainly be 

argued that the cultural economy is becoming more of a major player for many 

countries, as economic recovery often coincides with revitalization in the arts, 

performance, and hospitality industries. In London, cultural economy ranks as 

the 4th largest sector of employment. The claim that it is imperative for 

economic purposes that a successful playground be built for the “creative 

class” has been argued for at least a decade.  However, often what is meant by 

creativity includes a variety of financial incentives that are not necessarily 

creative or “cultural” in their motivation. Rather, individual consumers support 

the arts even in times of limited discretionary spending (as in the “Golden Age 

of Hollywood” after the economic crisis of 1929); and international business 

still sees profit potential and wise investment in creative endeavors and the 

arts.   State strategies to lure film makers, and tax breaks for entertainment 

productions that are willing to relocate to countries under austerity measures 

are a major influence on the current international scene. The potential 

importance of the cultural economy in economic recovery in general, and the 

connection between the cultural economy and entertainment corporations that 

are motivated by economic incentives, require us to reframe the austerity-

creativity connection.   

 

 

                                                 
1
In June of 2012, Greece was still recovering from complex economic difficulties, and just a 

few months earlier in April 2012 a major bailout package from the other countries in the 

European Union had been announced. June of 2012 was also the first time I had the honor of 

presenting a philosophy paper at a conference in Greece. While there, I was able to see a 

performance of the Elliniko Theatro’s “Socrates Now”, a one-man portrayal of Socrates as he 

presents his Apology to the court of Athens. Taking place at the courtyard of the Athens 

University Museum at 5 Tholou Street, one could look directly above the actor portraying 

Socrates (Emmy winner Yannis Simonides) and see the lighted Acropolis. The themes of the 

Apology were made especially vivid since the play was presented so near where the historical 

events occurred, and in that particular time of austerity for the economy of Greece. As the actor 

portrayed Socrates challenging the political leaders in the Athens of his time, many members of 

the audience were struggling with similar political questions and questioning the economic 

future of Greece and its relation to the European Union. Art and life were, if not imitating each 

other, certainly resonating with each other. 
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Financial Incentives and the Arts 

 

One specific example of economic policy using the arts and creative 

endeavors to drive economic growth is financial incentives and tax breaks, 

intended to bring new arts productions (such as films) to an area or country 

where relatively few films are made. The idea is to popularize the location, 

opening new possibilities for tourism, and to support the local creative 

community with the possibility of jobs working with the production.  

There are a variety of arguments for and against financial incentives 

bringing arts, and especially film productions, to specific locations. Within the 

United States, Los Angeles and New York are usually where most film projects 

are located; this includes both the production shoot itself, and the pre-

production and post-production work. The first state film production 

incentives, offered by Minnesota in 1997, were followed by a great number of 

incentives offered by various states throughout the US. 

Understanding the relationship between the arts and the economic vitality 

of a region, or a nation state, is central to the current debate over austerity 

measures and financial incentives for the arts, and tax breaks/financial 

incentives for film industries. Arguments against financial incentive packages 

usually fall into one of two categories: arguments that challenge the real 

financial benefits of the productions, and arguments that question whether such 

productions support the local art community in a meaningful way or create an 

authentic work. 

From the point of view of financial benefits, many argue that the tax 

incentives that benefit a non-local film company actually create an undue tax 

burden on the existing businesses in the area. This often results in a continued 

financial struggle for locally owned businesses, rather than a solution to a 

problem. The majority of fiscal impact studies involving film and television 

subsidies show that there is actually a negative effect on state revenue. Those 

who are skeptical of the value of these incentives also note that there is no way 

to tell how many local productions are actually the result of incentives, and 

how many would have occurred there without the financial motivation – films 

taking place in a particular region that need to be filmed in that region for 

authenticity, for example. From the political view, some note that “Incentives 

were not designed to create jobs but to create job announcements.” (Cobb 

2006)  Production location choices are now driven primarily by financing and 

tax break packages, rather than concerns of aesthetics or authenticity. 

(Christopherson and Rightor 2009, 6) 

From the point of view of creativity and support for the local art 

community, incentive arrangements are often only for the less lucrative 

production phase of the work, while the largest return comes from the pre-

production, post-production, and distribution phases. It is important to 

remember that the cultural sector of the economy includes a broad set of 

activities, including a range of industries based on art and media that are 

produced and the support activities that enable such works. These include 

specialized tools, materials, as well as the human resources and skilled labor 
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involved in arts production. This distinction can also be explained as the 

production capabilities and the business and creative capabilities. (Davis and 

Kaye 2010, 57)  Most incentive arrangements focus on production work, rather 

than creative pre-production or business post-production. This means that the 

production may only support the local creative community in a short-term and 

temporary sense, during the production, with relatively little lasting impact on 

the local talent and the local economy. 

In European countries the film industry often protected, and portrayed, a 

country or region’s cultural distinctiveness, instead the recent financial 

incentives attract co-productions for global markets – a sign of homogeneity 

and globalization.   The focus on an external market (making art that appeals to 

a globalized market) may alienate locals whose interests and tastes are 

relegated to a subordinate position.  

Arguments in favor of incentives, however, often cite entertainment 

tourism (visiting film and television locations) as an additional positive 

economic impact on a state or region. Consider those who are inspired to 

vacation in Salzburg after seeing the film “The Sound of Music.” However, the 

most lucrative tourist destination sites are those created in association with 

studio facilities, such as Orlando, Florida’s Universal Studios. Another 

drawback of connecting tourism to the arts is that tourism can lend itself to a 

limited creative vision, with global brands (Disney World, EuroDisney) and 

franchises (Guggenheim) focusing on a particular notion of what a global art 

community expects.  

If we can argue that financial incentives that build on arts productions and 

events do build the “Creative Class,” then the effect is greatest in areas that 

already have a high population to support the arts. Well-populated urban 

centers tend to see more long-term benefit from arts productions than rural 

areas. Expenditures associated with film and television productions are 

typically spent in the largest cities. These expenditures are related directly to 

the success or failure of the creative arts community. For example, in London, 

the cultural economy ranks as the 4th largest sector of employment. This can 

be extended to a variety of different types of media, including museums and 

music performances. 

Media subsidies also raise serious issues about governance and democratic 

accountability. In cases where there is corruption, independent evaluation of 

the effectiveness and the true benefit of film incentives is difficult. This shows 

that transparency, and the influence of powerful interests in the decision-

making process, continue to be problematic. Perhaps the most interesting 

examples of new creativity in the context of economic austerity measures will 

be those examples that show a conscious effort to dialogue with and critique 

government policies. 
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Necessary Skills: Building the ñCreative Classò 

 

This issue of authenticity relates directly to one of the major arguments in 

favor of arts incentives: that supporting local artists, in local productions, adds 

to the intellectual capital of a particular region. This intellectual capital can 

have a long term positive economic impact for other divisions of the economy, 

since having a broad base supporting the arts correlates to spending and growth 

in other areas, goods and services. 

For example, one could argue that financial incentives for the arts create a 

skilled labor class that can afford to spend on other items, keeping the economy 

as a whole more robust. Specifically, local production talent will be able to 

gain work experience during a local film shoot, building skills and intellectual 

knowledge through the creative process. Public Policy scholars doubt this 

claim, noting that economic incentives to attract entertainment media are often 

very different from economic initiatives that foster a “creative class” from 

among the local talent, and improve local quality of life and begin new cultural 

events. It is noteworthy that in cases where skilled labor is not locally 

available, key members of a film production crew are often hired from Los 

Angeles or New York, while the production crew “below-the-line” are hired 

for lower wages, or through public subsidies to offset labor costs.  Below-the-

line labor is not given creative control, creative credit, a financial interest in 

post-production, and has no claim to intellectual property rights on the work. 

Hiring unskilled labor through temporary subsidies has a diminished economic 

benefit, and a diminished ability to develop the local “creative class.”   

The availability of skilled below-the-line labor is the crucial building block 

in establishing a local industry, and the persistent problem with bench strength 

in these states is a bad omen for all the other states now vying to get into the 

game through providing subsidies to build a production industry. An analogous 

situation has occurred in a number of manufacturing industries that enjoy tax 

incentives to move factories and processing centers: in a variety of case 

studies, the process of contracting, outsourcing, and using intermediaries 

actually reduces wages and the acquisition of skills among the local labor 

market. In other words, the tax benefits are short-term, and there is little 

investment in developing a skilled labor workforce in the long-term – when the 

tax benefits expire, the company simply moves again. Susan Christopherson 

and Jennifer Clark (2007) describe this as a valuable policy shift, from 

“investment regionalism” which emphasizes creating institutional support for 

the largest corporate investments, to “distributive regionalism” that seeks to 

improve the living standards of residents. These living standards must arguably 

include cultural enrichment of a community.   

A related thesis is that “creativity and innovation are better understood as 

processes, “emergent” in a structural context, rather than inputs and outputs of 

a production chain, and embodied in situated and embedded practice.” (Pratt 

and Jeffcutt 2009, 6-7)  What might these practices be? Naturally, they must 

include some attention to cultural capital, and developing skill sets to maintain 

arts activities long after a particular production or financially incentive-based 
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project is completed. “Culture policy should encourage forms of local 

experimentation, the circulation of ideas and experiences within a community, 

strengthening its axes with the global arts industries, rather than trying to 

replicate the infrastructure of those industries on a local level.”  In other words, 

the most effective projects that connect artistic endeavors with local economic 

needs are those that appreciate the local values and aesthetics within the global 

conditions and context. 

 

 

Austerity and New Creativity? 

 

New creative projects that give attention to local interest as well as global 

financial realities have been noteworthy in countries experience debt and 

austerity measures within the European Union. Greece and Spain provide 

major examples. Chris Rogers and Sofia Vasilopoulou (2012) provide a 

painstaking analysis of the specific case of austerity measures in Greece that 

were begun in response to the debt crisis, noting that austerity has served as a 

powerful mobilizing force for creativity and integration among countries in the 

European Union. This notion, that economic crisis can serve as a motivation 

for new, creative endeavors, resonates with current scholarship on cultural 

economy and its relationship as a potential economic driver, an area of the 

economy that is still outperforming broader manufacturing and agrarian 

economies.  

“Pop-up theatres” or “microtheatres” are an additional form of creative arts 

endeavors. In Spain, pop-up theatres have been credited with revitalizing and 

reinvigorating interest in the arts, and providing an outlet for criticism of 

austerity measures. Such theatres involve plays performed in apartments or in 

former shops and storefronts. Because laws regarding the ownership of theatres 

are rather complicated, they are often called “cultural clubs” and the audience 

members pay a “temporary membership” fee rather than buying tickets. One 

such theatre began in Bescanó and engaged in a protest against high VAT 

(Value Added Tax) on theatre tickets by instituting an alternative form of 

payment: Theatre tickets had been subject to an 8% VAT, but the rate was 

nearly tripled to 21%. Carrots, only subject to a 4% VAT, were sold to the 

audience members instead of tickets. The concept of “carrot rebellions” has 

since caught on at other theatres and other performances, showing the ongoing 

support of art and culture in the face of austerity measures. (Staines 2013)  

Another example of the revitalization of culture in Spain is that a number of 

performers, artists, and poets have begun to emphasize keeping costs down in 

ways that focus on quality of performance, adaptability, and skills. Dependence 

on the state, or on art subsidies, diminishes, so the artists, actors, and directors 

have found ways to fund themselves. One poet noted that the lack of public 

state funding has shaken things up in a positive way, making art even more of a 

publicly supported, local community endeavor than it was before. (Tremblett 

2013)  Crowd-sourcing, crowd-funding, volunteering, and alternative payments 
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and ticketing have all opened the possibility for new ways to open the complex 

and multifaceted cultural economy. The microtheatre performances begin as 

local projects, but they often do include global significance. For example, a 

microtheatre production of Toni Bentley’s play “The Surrender” was taken up 

by the Spanish National Theatre (CDN), and toured to Argentina, Germany, 

and the Edinburgh Fringe Festival. The local authenticity of the production 

remains unaffected, and a truly authentic critique of financial policies is built 

into the production. 

These examples from Greece and Spain show a successful response to 

economic conditions, as well as a clear focus on artistic value and aesthetic 

integrity. Rather than relying on politically motivated tax incentives for art 

productions, the microtheatres are based on a conscious effort to critique the 

prevailing tax structures, subverting the VAT imposed by government policy. 

The production retains a local authenticity, and in cases where the production 

has become internationally known, the story of how the production began is 

included in the marketing and description of the performance – the political 

and economic context enlivens the play and the story of how the play has been 

produced. The possibilities of such  new creative endeavors in the context of 

austerity measures invites cautious optimism, and serves as a heartening 

reminder of the resilience of the arts. 
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Humeôs ñFormer Opinionsò 

 
Emily Kelahan 

 

David Hume advances an account of personal identity in Book I of 

his A Treatise of Human Nature and then retracts it in the Appendix 

to that work: 

But upon a more strict review of the section concerning 

personal identity, I find myself involvôd in such a labyrinth, 

that, I must confess I neither know how to correct my former 

opinions, nor how to render them consistent.  (T App 10)
1
 

His explanation appears, perhaps at first, direct: 

In short, there are two principles, which I cannot render 

consistent; nor is it in my power to renounce either of them, 

viz. that all our distinct perceptions are distinct existences, 

and that the mind never perceives any real connexion among 

distinct existences.  Did our perceptions either inhere in 

something simple and individual, or did the mind perceive 

some real connexion among them, there wouôd be no 

difficulty in the case.  (T App 21) 

However, this explanation is, at best, mysterious. The two principles 

cited above are not inconsistent. Thus, there must be a third claim 

with which the two principles are inconsistent. A core assumption of 

the debate surrounding this mysterious text is that the ñformer 

opinionsò Hume has in mind are philosophical views he advanced 

earlier in the Treatise, such as his rejection of the Cartesian view of 

the mind or his claim that the association of ideas in the mind can be 

fully explained by the principles of resemblance and cause and 

effect. In this paper I offer an alternative hypothesis: the ñformer 

opinionsò Hume cannot correct or render consistent are pre-

theoretical opinions he formed through socialization and education 

long before self-consciously pursuing his science of human nature. 

Keywords: Hume, personal identity, science of human nature 

 

 

Introduction 

 

Hume was dissatisfied with his account of personal identity. He writes:  

 

                                                 
1
All quotations from Hume, David (1739-40/2007) A Treatise of Human Nature, ed. D.F. 

Norton and M. Norton (Oxford: Clarendon Press). 
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But upon a more strict review of the section concerning 

personal identity, I find myself involv’d in such a labyrinth, 

that, I must confess, I neither know how to correct my former 

opinions, nor how to render them consistent.  (T App 10)   

 

“Former opinions” is almost universally taken to refer to philosophical 

views developed in Book I of his Treatise, such as his rejection of the Cartesian 

view of the mind or his claim that the association of ideas in the mind can be 

fully explained by the principles of resemblance and cause and effect.  

However, “former opinions” is indeterminate in this passage.
1 

I defend an 

alternative to this accepted view.  I argue that Hume’s “former opinions” may 

also be interpreted as pre-theoretical opinions he formed well before pursuing 

his science of human nature. This paper has three parts. First, it briefly 

explicates Hume’s account of personal identity. Then, it develops an 

interpretation of that account. Finally, it argues for a novel interpretation of 

Hume’s infamous Appendix passage and defends it against objections.     

 

 

A Cursory Sketch of Treatise 1.4.6 and the Appendix 

 

Hume rejects the dominant theory of mind, according to which we are 

immediately conscious of a simple, individual self. He employs the Copy 

Principle (“that all our simple ideas in their first appearance are derivôd from 

simple impressions, which are correspondent to them and which they exactly 

representò (T 1.1.1.7)) to show that we do not have an impression of something 

simple and individual and so we cannot have such an idea of the mind: 

 

It must be one impression, that gives rise to every real idea. But self 

or person is not any one impression, but that to which our several 

impressions and ideas are suppos’d to have reference. If any 

impression gives rise to the idea of self, that impression must 

continue invariably the same, thro’ the whole course of our lives; 

since self is suppos’d to exist after that manner. But there is no 

impression constant and invariable.  Pain and pleasure, grief and joy, 

passions and sensations succeed each other, and never exist at the 

same time.  It cannot, therefore, be from any of these impressions, of 

from any other, that the idea of self is deriv’d; and consequently 

there is no such idea. (T 1.4.6.2)    

 

He argues that we have only particular perceptions that are in constant 

flux. What we call the self is nothing more than a constantly changing bundle 

of perceptions: 

 

                                                 
1
I capitalize “Theory of Ideas” to distinguish Hume’s Theory of Ideas from the theory of ideas 

in general. 
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For my part, when I enter most intimately into what I call myself, I 

always stumble on some particular perception or other, of heat or 

cold, light or shade, love or hatred, pain or pleasure. I never catch 

myself at any time without a perception, and never can observe 

anything but the perception...I may venture to affirm to the rest of 

mankind, that they are nothing but a bundle or collection of different 

perceptions, which succeed each other with an inconceivable 

rapidity, and are in a perpetual flux and movement. Our eyes cannot 

turn in their sockets without varying our perceptions…The mind is a 

kind of theatre, where several perceptions successively make their 

appearance; pass, re-pass, glide away, and mingle in an infinite 

variety of postures and situations.  There is properly no simplicity in 

it at one time, nor identity in different; whatever natural propension 

we may have to imagine that simplicity and identity. The comparison 

of the theatre must not mislead us. They are the successive 

perceptions only, that constitute the mind; nor have we the most 

distant notion of the place, where these scenes are represented, or of 

the materials of which it is compos’d. (T 1.4.6.3-4)        

 

The following paragraphs of Treatise 1.4.6 explain in terms of Hume’s 

associationist framework why we ascribe identity and simplicity to the self 

when such an ascription is not empirically justified.   

Hume is famously dissatisfied with this account. After a detailed review of 

it in the Appendix, he identifies two principles he cannot render consistent: 

 

In short there are two principles, which I cannot render consistent; 

nor is it in my power to renounce either of them, viz. that all our 

distinct perceptions are distinct existences, and that the mind never 

perceives any real connexion among distinct existences. Did our 

perceptions either inhere in something simple and individual, or did 

the mind perceive some real connexion among them, there wou’d be 

no difficulty in the case. (T App 21) 

 

The two principles in the quotation above are obviously consistent.  

Because the two principles are consistent, and because Hume indicates that an 

inconsistency is lurking somewhere, it is customary for commentators to search 

for a missing or implicit third claim that is inconsistent with the two principles.  

Most commentators agree that this third claim has something to do with 

Hume’s account of why we come to believe that the mind is simple and 

identical when what we encounter in experience is a collection of changing 

perceptions.  
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An Interpretation of Treatise 1.4.6 

 

It is a popular interpretation of Treatise 1.4.6 to see Hume as meaning to 

assign to each “self” a particular, fixed, discrete bundle of perceptions. From 

this point, Hume’s challenge is to explain what unites these changing 

perceptions in our minds and distinguishes one collection of perceptions from 

another. According to the accepted view, the nature of this project isn’t 

metaphysical; it’s a cognitive science project. I accept the broad contours of 

this interpretive tradition, but deviate from it on the finer details.  I contend that 

what Hume really maintains is that a different bundle of perceptions is uniquely 

associated with each reference to the “self.” Hume offers us a reductive 

explanation in terms of perceptions of what is happening whenever (and it 

happens very frequently) we take ourselves to be “the same” over time. So, 

unlike the accepted view, I do not think Hume’s project in Treatise 1.4.6 is a 

simple matter of identifying the bundle of perceptions that composes a given 

individual and then explaining in terms of perceptions and relations between 

perceptions why we tend to think that complex idea is simple and identical.  

There is no single complex idea of the self for which Hume must account.  

Rather, there are many complex ideas and collections of ideas we might term 

“self,” each suited to a different explanatory situation. 

As evidence in support of this deviation from the standard interpretation of 

Hume’s project, I point to what Hume does soon after introducing this view of 

the self.  He considers at least seven cases of identity attribution. Interestingly, 

the cases he considers are not cases of personal identity attribution. Hume 

contends: 

 

And here ‘tis evident, the same method of reasoning must be 

continu’d, which has so successfully explain’d the identity of plants, 

and animals, and ships, and houses, and of all the compounded and 

changeable productions either of art or nature. (T 1.4.6.15)   

 

This is interesting, but perhaps not surprising. Hume’s brand of empiricism 

commits him to seeing humans as part of the natural order, in no need of 

special explanation. Hume considers “any mass of matter,” a planet, a ship, an 

oak tree, a repetitious noise, a brick church rebuilt in stone, and a flowing river.  

Slightly different lessons may be gleaned from each, but all seven make the 

same point. Hume’s point is that we never really pick out just one thing with 

our identity attributions, that the “objects” to which we attribute identity are 

always changing, yet we call them “identical.” Our identity attributions to 

humans, Hume claims, work in precisely the same ways as our identity 

attributions to all other things. The point of considering all of these cases, I 

contend, is to show that ‘identity’ and ‘self’ do not stably co-occur with any 

particular perceptions or sets of perceptions.
1
 I take this to be strong evidence 

                                                 
1
Terrence Penelhum is among very few commentators who devote attention to any of the cases 

Hume examines, and Penelhum considers only two: the noise and the church.  Mascarenhas 



Humeôs ñFormer Opinionsò 

 

53 

in favor of the claim that Hume does not intend to explain or locate “the idea of 

the self,” but rather to give an analysis in terms of perceptions of different 

cases of verbal or non-verbal self-reference. Again, Hume is not attempting to 

develop an account that determines which perceptions in fact constitute a given 

individual, but rather to apply the framework of perceptions and relations 

between perceptions to cases of identity attribution.   

Hume observes that we observe nothing that really unites the perceptions 

to which we attribute identity.  Rather, our attributions derive solely from the 

associative principles of resemblance and causation. He writes:   

 

[A]ll the nice and subtile questions concerning personal identity can 

never possibly be decided, and are to be regarded rather as 

grammatical than as philosophical difficulties. Identity depends on 

the relations of ideas; and these relations produce identity, by means 

of that easy transition they occasion. But as the relations, and the 

easiness of the transition may diminish by insensible degrees, we 

have no just standard, by which we can decide any dispute 

concerning the time, when they acquire or lose a title to the name of 

identity.  (T 1.4.6.21)   

 

Hume does not provide us with necessary and sufficient conditions for 

self-identity. On the contrary, “we have no just standard” of identity, so the best 

we can hope for is what Hume gives us: a theoretical apparatus capable of 

explaining various cases of identity attribution.  Hume’s discussion of cases is 

intended to show that we attribute identity in disparate contexts; we apply no 

common standard of identity in all cases of identity attribution. Thus, it is 

reasonable to conclude that Hume here means that we are not in possession of a 

stable, objective standard of identity since we never seem to employ one.  

Thus, Hume’s second thoughts in the Appendix cannot be related to his 

inability to account for the idea of the self to which he is committed, as they 

are typically assumed to be, because Hume did not believe there was a single 

idea of the self to account for.  It cannot be that Hume’s idea of the self and our 

tendency to regard “it” as simple and identical cannot be explained by Hume’s 

associationist framework or that it is really a Cartesian ego in disguise. There is 

no single idea of the self, no “it” to account for or with.  

 

 

The Appendix Revisited 

 

This interpretation eliminates many of the commitments usually attributed 

to Hume and cited as reasons for recanting his account of personal identity in 

the Appendix. Thus, I offer a new hypothesis explaining Hume’s apparent 

“recantation.” I propose that Hume’s second thoughts in the Appendix are 

brought on by reflection on his pre-theoretical opinions, those he formed 

                                                                                                                                 
assigns the cases an important role in Hume’s “mistake” with respect to personal identity, but 

does not discuss the cases in detail.   
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before undertaking the Treatise. Once Hume completes his work, he attempts 

to achieve something like reflective equilibrium. He reflects on the claims of 

his Theory with respect to personal identity as compared to his pre-theoretical 

opinions on the same subject. He expresses something like existential or 

psychological dissatisfaction with what the analyses of his Theory reveal about 

personal identity. He does not conclude that he must have committed some 

grave error in constructing or applying his Theory.  

What Hume cannot render consistent is his pre-Theoretical understanding 

of the self with his Theory’s analyses of the self.  Hume tells us that he “cannot 

discover any theory” that gives him “satisfaction on this head” (T App 20, my 

italics). I liken Hume’s position to that of a chemist engaged in somewhat 

existential reflection on the relationship between her work and her pre-

theoretical beliefs. The chemist might think, “My theory says that I am just a 

collection of atoms, but there’s got to be more to me than that.” Like Hume, 

she may consider alternative theories that might better fit with both her 

principles as a scientist and her pre-theoretical notions of herself, but she may 

find “no satisfaction on this head.” Does this mean that the chemist finds fault 

with her theory qua theory? I think not. She will probably retain her theory 

because, though it does not satisfy all of her psychological needs, it is a good 

theory. She might do precisely what Hume does in response to the crisis 

brought on by the analyses of one’s theory, and that is to humble oneself in the 

face of human reasoning. Now, Hume is different from the chemist in an 

important respect: feelings are not completely outside of the realm of 

theorizing for Hume; they play an integral role in Hume’s explanation of 

human belief. Hume’s Theory actually predicts his crisis. His feelings of 

dissatisfaction do, perhaps, lower his degree of belief in his theory, but this 

does not amount to a retraction of the Theory or the development of serious 

concern with it. Feelings might lower his degree of confidence in his Theory, 

but unless there are alternative theories in which he has a higher degree of 

confidence, there is not necessarily cause for retraction or allegations of 

theoretical inconsistency.
1
 

Hume’s explicit mention of inconsistent principles, might, understandably, 

lead one to think Hume’s second thoughts simply must be theoretical in nature.  

I agree that they are in part theoretical, but they are not, I claim, purely 

theoretical. They take as one of their objects Hume’s pre-theoretical beliefs, but 

they also take as objects his theoretical commitments.  In the Appendix passage 

Hume stands outside of and attempts to reconcile two sides of himself: Hume 

the theorist, who is deeply committed to the principles of his Theory, and 

Hume the ordinary person, who remains in the grips of the deeply entrenched 

belief that human beings are special creatures whose nature cannot be captured 

with the same posits and connecting principles as everything else in the 

empirical universe. Hume the theorist is committed to the following two 

principles: “that all our distinct perceptions are distinct existences, and that the 

mind never perceives any real connexion among distinct existences.ò Hume the 

                                                 
1
I am grateful to Robert Adams for his helpful discussion of this point. 
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ordinary person believes that his problem would disappear if the following 

circumstances obtained: “Did our perceptions either inhere in something 

simple and individual, or did the mind perceive some real connexion among 

them.” This sentence may be plausibly interpreted as suggesting that Hume’s 

second thoughts would vanish if there were some way to distinguish the self 

from all other empirical objects, but his theoretical principles will not allow it.  

Hume the theorist has constructed an apparatus that affords an explanation of 

all human cognition and behavior.  However, Hume hasn’t quite shaken off all 

of the pre-theoretical baggage he acquired in his youth. According to this 

lingering part of him, humans are explanatorily special; it cannot be that there 

is simply one perception and then another.  This is why the meta-theoretical 

Hume, the Hume who stands outside Hume the theorist and Hume the ordinary 

person writes, “For my part, I must plead the privilege of a sceptic, and 

confess, that this difficulty is too hard for my understanding” (T App 21). This 

Hume cannot see how to reconcile or render consistent the two other Humes 

(Hume the theorist and Hume the ordinary person), both of whom are deeply 

important to him.
1 

Now, one might doubt that Hume the ordinary person with psychological 

baggage that prevents him from fully accepting the conclusions of Hume the 

theorist is a relevant character in the Appendix drama, but there is compelling 

textual evidence for the existence and importance of such a Hume. In Treatise 

1.4.2 Hume offers an account of object identity over time. He seems so 

confident in this account that he suggests, as we have already seen, that the 

same explanation be applied to personal identity over time (T 1.4.6.15). He 

makes the transition to a discussion of personal identity in Treatise 1.4.5, Of 

the immateriality of the soul. Little attention has been paid to the opening 

paragraph of this section: 

 

Having found such contradiction and difficulties in every system 

concerning external objects, and in the idea of matter, which we 

fancy so clear and determinate, we shall naturally expect still greater 

difficulties and contradictions in every hypothesis concerning our 

internal perceptions, and the nature of the mind, which we are apt to 

imagine so much more obscure, and uncertain.  But in this we shou’d 

deceive ourselves. The intellectual world, tho’ involv’d in infinite 

obscurities, is not perplex’d with any such contradictions, as those 

we have discover’d in the natural. (T 1.4.5.1)     

 

Here Hume clearly expresses the expectation that the intellectual world 

will be somehow more secure and more easily explained than the external 

world. He expresses this same expectation in the Appendix: 

 

I had entertain’d some hopes, that however deficient our theory of 

the intellectual world might be, it wou’d be free from those 

                                                 
1
I am grateful to Simon Blackburn for his helpful discussion of this point. 
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contradictions, and absurdities, which seem to attend every 

explication, that human reason can give of the material world. (T 

App 10) 

 

The raises a really interesting question: why would Hume have had these 

expectations about the intellectual world? Why think the intellectual world is 

safer? In Treatise 1.4.2 he invokes a fiction to account for our practice of 

seeming to attribute identity to what are actually different collections of 

different perceptions.  At the start of Treatise 1.4.5 he claims with confidence 

that we won’t be forced to such an expedient when we try to explain the 

intellectual world. He offers an account of the intellectual world in Treatise 

1.4.6, and all seems well until the Appendix. Once again, he wrestles with the 

intuition, or dare I say pre-theoretical opinion, that the self will be 

explanatorily special. This opinion isn’t something he arrives at as a result of 

applying his Theory of Ideas.  Rather, it seems to be something he believed 

before fully developing an account of personal identity. As it turns out, his 

account of personal identity is uncomfortable for precisely the same reasons his 

account of object identity is found to be uncomfortable.  What’s the difference 

between these two accounts (T 1.4.2 and T 1.4.6)? The difference is Hume’s 

expectations before developing them, his pre-theoretical opinions.  

There is additional textual evidence supporting the hypothesis that Hume’s 

second thoughts were psychological as opposed to theoretical. Section 1.4.7, 

Conclusion of this book, is commonly thought to raise existential doubts about 

the claims put forward in the preceding sections and about Hume’s justification 

for pursuing Books II and III. It is seldom noticed that the tenor of 1.4.7 is very 

similar to the tenor of the Appendix confession. When Hume comes to the 

paragraphs concerning personal identity, he departs significantly from the 

expressed purpose of the Appendix, which he writes is to “[remedy this defect] 

that some of my expressions have not been so well chosen, as to guard against 

the all mistakes in the readers” (T App 1). Hume is not, in the case of personal 

identity, clarifying his thoughts for his readers. Far from preventing his readers 

from entering a labyrinth, he confesses that he finds himself in a labyrinth.  

This indicates a somber, existential shift in Hume’s thought. But this isn’t the 

first time we see this shift in Hume’s thinking about personal identity. In the 

opening paragraphs of 1.4.7, Hume identifies personal identity as one of the 

items causing him distress due to its flimsy roots in the imagination: 

 

Nay, even to these objects we cou’d never attribute any existence, 

but what was dependent on the senses; and must comprehend them 

entirely in that succession of perceptions, which constitutes our self 

or person. Nay farther, even with relation to that succession, we 

cou’d only admit of those perceptions, which are immediately 

present to our consciousness, nor cou’d those lively images, with 

which the memory presents us, be ever receiv’d as true pictures of 

past perceptions. The memory, senses, and understanding are, 



Humeôs ñFormer Opinionsò 

 

57 

therefore, all of them founded on the imagination, or the vivacity of 

our ideas.  (T 1.4.7.3) 

 

This is an important textual discovery. It seems that the development of 

Hume’s second thoughts concerning his account of personal identity begin not 

in the Appendix, but in 1.4.7.
1
 In both texts Hume evaluates his Theory from 

outside the perspective of pure philosophical theorizing. He attempts to achieve 

something like reflective equilibrium between his pre-theoretical opinions and 

the results of his theorizing. His task isn’t one of ironing out theoretical 

wrinkles, but rather of wrestling with the psychological implications of his 

theorizing. 

I have claimed that Hume’s second thoughts about personal identity in the 

Appendix are fueled primarily by the dissonance between his pre-theoretical 

beliefs about the intellectual world of the self and the results of his theorizing.  

I will now offer replies to two objections that might be raised against this view.  

First, one might ask why Hume would be discommoded by his account of 

personal identity but not by his accounts of deductive reasoning, induction, or 

object identity, all of which might be described as sceptical in a manner similar 

to his account of personal identity. Why be seriously disconcerted by a 

sceptical account of personal identity and not by the other sceptical accounts 

offered in the Treatise? This question actually works in my favor. If the 

problem were simply that Hume’s account of personal identity is sceptical, then 

it would be odd for Hume to react differently to it than to other sceptical 

accounts in the Treatise. But, I argue that the problem is more than simply 

adhering to a sceptical account of personal identity not unlike his account of 

external objects.  The problem is produced by the difference in expectations 

going into each of the sceptical accounts. Hume expected personal identity to 

be different, as he tells us explicitly in T 1.4.5.1 and T App 10. He thought the 

intellectual world would be safer, but it wasn’t.  If scepticism were the only 

cause for second thoughts, then his account of the identity of objects should 

also be found to be “very defective” in the Appendix, but it isn’t. 

Secondly, one might wonder why Hume, if he truly found himself torn 

between his pre-theoretical beliefs and the results of his theorizing, did not 

simply say so. Why not come right out and explain that his account of personal 

identity sits uncomfortably with his pre-theoretical intuitions? To this question 

I have two replies. First, the hypothesis I defend is in no worse a position on 

this score than any other hypothesis in the literature that attempts to explain 

what third claim might be inconsistent with the two principles Hume cites in 

the text. There is a huge literature on this subject precisely because Hume did 

not simply say what his problem was. Beyond this, my hypothesis is actually in 

a better position than its competitors because the problem I articulate would 

have been particularly difficult to see. Tension between the results of a newly 

developed and newly applied theoretical apparatus and deep-seated, possibly 

opaque beliefs is precisely the kind of thing that might cause second thoughts 

                                                 
1
I am grateful to Alan Nelson for his helpful discussion of this point. 
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and yet resist clear articulation. Hume sensed discomfort, but couldn’t explain 

it because he lacked the perspective on his own thinking required to articulate 

it. Is this not a completely understandable position for a young person 

advancing revolutionary ideas to find himself in? If the problem concerned 

only principles in his theory, presumably the inconsistency between them 

would be far easier to see and the literature would be much smaller. However, 

this is not the case. As it stands, Hume, an otherwise clear writer, struggles 

tremendously to explain himself on this particular issue.      
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C H A P T E R   SEVEN 

 

Why has Plato written about Mimesis?
1
 

 
María J. Ortega Máñez 

 

 

Mimesis is one of the ñmost baffling words in the philosophical 

vocabularyò. Its importance in the history of Western Philosophy, 

especially in regards to its aesthetic declination, is never sufficiently 

highlighted. The word appears in the ancient Greek language as 

linked to certain theatrical performances from Sicily, but it is Plato 

who first gave it an enormous philosophical scope. The concept is 

present all along the Dialogues, with an evolving ï or even changing 

ï meaning and function which constitutes a fluctuant reflection. 

Among these different uses, we will first distinguish between two 

semantic poles. On the one hand, mimesis allows Plato to 

understand and to judge phenomena as sophistic discourses as well 

as poetry and arts. On the other hand, although linked to this aspect, 

he will make it the bridge point between the two worlds of his 

ontology. In this way mimesis becomes the main justification for 

excluding the imitative poet (i.e. the theaterôs performer) from the 

Republicôs just city: imitation is untruthful (book III), and 

furthermore, it hides the reality (book X). It is nevertheless 

surprising that Plato builds his criticism around this concept when 

considering its semantic origin. Why would Plato use a theater-

related word as such in order to develop a devastating criticism of 

theater? This paper tackles this variation of a classic philosophical 

paradox (why Plato employs the dialogic form of writing, which is 

theatrical itself, whereas he condemns theatre?) according to a new 

approach: the conceptual procedure applied by Plato to mimesis is 

at the very end his answer to a challenge proposed by theater. In 

order to demonstrate this, it will be necessary to analyze this 

conceptual procedure on its own, as well as to specify which kind of 

theater this challenge could possibly come from. This study thus aims 

to clarify the relationship between philosophy and theater which the 

concept of mimesis seems to bring to the front.  

Keywords: Mimesis, Plato, philosophy, theatre. 

 

                                                 
1
The question discussed in this article is an extract from a larger investigation fully developed 

in my PhD dissertation, Mimesis en jeu. Une analyse de la relation entre th®©tre et philosophie, 

defended in Paris-Sorbonne University, 7 December 2013. This is the reason why some crucial 

problems are here just concisely evoked. 
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To the Greek people, with gratitude and hope. 

 

Introduction 

 

"There is a Greek word, I confess, which intrigues me very much. The 

symmetry in its spelling as well as its light sonority seem to evoke a mystery. 

Then, going further into its study, its controversial meanings and its enormous 

influence in the history of Western Philosophy, especially in regards to its 

aesthetic declination, increase this feeling even more. This word is mim°sis. 

Many scholars have tackled the problem of this concept’s interpretation in 

ancient texts. They all agree on one point: mim°sis is one of the “most baffling 

words in the philosophical vocabulary”
1
. Besides the tricky historiographical 

question of its origins, this puzzling history begins with Plato. Now, according 

to Wilamowitz, in speaking about mim°sis, Plato rapped out the fatal word
2
. 

Facing these inherent difficulties and the long tradition of interpretations and 

misunderstandings, I propose a new approach to this word; less directly, and by 

using some methodological practices which come from the history of ideas and 

comparative literature in order to formulate a hypothesis concerning the origin 

of the Platonic use of this term. 

Looking at the semantic evolution of mim°sis, we first notice that this 

word appears late in the fifth century, specifically in the Ionic-Attic orbit. 

There are reasons to believe that the word came into old Greece from the home 

of the mime, Sicily. The original word mimos denotes a certain kind of 

dramatic performance, namely the “mime”
3
, as well as the person performing 

these sketches. Accordingly, mim°isthai seems to denote originally a “miming” 

of a person or animal by means of voice or gesture. The essential idea is that 

the rendering of characteristic looks through and by human means. From and 

out of this primary sense, a second one was developed: to “imitate” another 

person in general, to do as or what he does. At the same time or not much later, 

the concept of mimicry was transferred to material “images”: pictures, statues, 

and so forth. In any case all of these three senses were currently in use when 

Plato was born. Out of these three strands of meaning, in combination with 

other ideas of different provenance, came the complex Platonic idea of 

mim°sis. 

My hypothesis is that this theatrical strand of meaning remains alive in the 

Platonic use of mim°sis, not only as the result of a semantic heritance, but 

rather as the result of a conceptual operation: mim°sis would be the answer 

given by Plato to a problem raised by a certain theatrical representation. 

 

                                                 
1
Eric A. Havelock, Preface to Plato, Cambridge (MA), Belknap Press of Harvard University 

Press, 1963, p. 20. 
2
Cf. Ulrich von Wilamowitz-Moellendorff, Platon I. Leben und Werke, Berlin, Weidmannsche 

Buchhandlung, 1920, p. 479. 
3
Gerald Else argues that Plato appreciated this theatrical genre, especially the mimes written by 

Sophron. See his book Plato and Aristotle on Poetry, Chapel Hill, University of North Carolina 

Press, 1986, p. 30. 
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Mimesis and Writing: Two Apparent Puzzles in Plato 

 

In order to reach our aim, I suggest then to question: why has Plato written 

about mim°sis?  

In front of this kind of questions, Socrates advises in the Republic:  

 

“I think we should employ the method of search that we should use 

if we, with not very keen vision, were bidden to read small letters 

from a distance, and then someone had observed that these same 

letters exist elsewhere larger and on a larger surface. We should have 

accounted it a godsend, I fancy, to be allowed to read those letters 

first, and then examine the smaller, if they are the same” (II, 368d)
1
.  

 

With a methodological objective, we can then shorten our question, in 

order to see the greater stake. Let’s remove the final part of “why has Plato 

written about mim°sis?” and simply ask: “why has Plato written?” 

Neither an easy question, but at least we can see clearly the cause of this 

difficulty: it contains a paradox. What are the terms of this paradox? On the 

one hand, we face the fact that, in opposition to Socrates – who wrote nothing 

– Plato left a monumental written work, of an extraordinary artistic quality, 

constituted by his Dialogues. On the other hand, as in the Phaedrus, Plato 

inserts a remarkable discussion of the relative value of the written word. Even 

more extreme is the following statement from the Second Letter, written in 363 

a. C.
2
, where we listen to Plato’s own voice and not to one of his characters’: 

“It is impossible that things written should not become known to others. This is 

why I have never written on these subjects. There is no writing of Plato’s, nor 

will there ever be; those that are now called so come from an idealized and 

youthful Socrates” (314b-c)
3
. It is somewhat startling to find so voluminous a 

writer denying himself as one,  maintaining that the written word is only a 

plaything, or, at best, a reminder, and expressing such a judgment in dialogues 

in which the literary element is so powerful. 

Concerning mim°sis, we may raise a similar puzzle. It could be useful to 

start by determining the role of this notion in the Dialogues. From the Cratylus 

to the Laws, mim°sis scatters Plato’s thought, reaching sometimes an 

embracing, ontological sense, as in the Critias: “Our words are never going to 

be more than images and representations of things, I’d say, so let’s look at how 

painters go about creating images of divine and human figures, in terms of how 

easy or diǣcult they find it to get the viewers to think that they’ve produced an 
adequate representation” (107b)

4
. According to Stephen Halliwell, that it is not 

                                                 
1
Plato, The Republic, trans. Paul Shorey, Loeb Classical Library, London/Cambridge (Mass.), 

Heinemann/Harvard University Press, 1937. Without further notice, I will quote the following 

translation. 
2
Eugène Cavaignac, “La date des lettres 13 et 2 de Platon”, Revue des £tudes Grecques, tome 

39, fascicule 180-181, Avril-juin 1926. pp. 247-248. 
3
Plato, Second Letter, trans. Glenn R. Morrow, in Complete Works, John M. Cooper (ed.), 

Indianapolis/Cambridge Hackett, 1997, p. 1639. 
4
Plato, Timaeus and Critias, trans. Robin Waterfield, Oxford University Press, 2008, p. 104. 
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a unified doctrine, but a fluctuating reflection whose conclusions are to be 

constantly revised
1
. But in general, we might say that the controversial status of 

mim°sis is due to the fact that Plato includes it in the philosophical problem of 

the being. Indeed mim°sis is often used in the latter dialogues to express the 

articulation between the apparent, changing world and the intelligible, eternal 

one; in such a way that, the visible world may be the result of a mim°sis of the 

intelligible model.  

 

Our earlier discussion required no more than two types of things – 

the model, as we suggested, and the copy of the model (mim°ma 

paradeigmatos), the first being intelligible and ever consistent, the 

second visible and subject to creation – (Timaeus, 48e-49a)
2
. 

    

The Sophist goes deeper into this sense of “copy production” related to the 

knowledge’s forms. In opposition to the philosopher, who looks for the truth in 

itself, poets and sophists are called mimet®s, “imitators”, or eidolopoiet®s, 

“image-makers”.   

Despite the continuous presence of mim°sis in Plato’s works, the definition 

of this term taken as a concept lays in the Republic. Searching for the nature of 

justice, Socrates and Plato’s brothers, Glaucon and Adeimantus, decide to 

construct a just city in speech, in order to see exactly in what feature of such a 

city justice lies. Socrates’ first draft of such a city is described by Glaucon as 

“a city of pigs” (II, 372d). Allowing it more luxuries then leads to the 

requirement for a police and warrior-function: the “guards”, the description of 

whose nature and education brings us to mim°sis. The first step of guards’ 

education is constituted by the myths and other stories told to the children. 

Therefore, the way in which poets make and perform their compositions is to 

be examined. Socrates then introduces a distinction, taking the beginning of the 

Iliad as an example: the poet’s narration (di°g°sis) can be either simple 

diegetic, when “the poet himself is the speaker and does not even attempt to 

suggest to us that anyone but himself is speaking” (III, 393a); or by mim°sis, 

when “he delivers as if he were himself Chryses and tries as far as may be to 

make us feel that not Homer is the speaker, but the priest, an old man” (III, 

393b). Only some poetry is considered as mimetic in book III. Mim°sis 

amounts here to dramatic impersonation or enactment; thus, we can see it in 

practice in theatre. It means strictly: that way of saying (lexis) in which the 

author speaks as one of his characters, and by doing so, he makes his audience 

believe something false. This is, very concisely, the reason for the first famous 

mimetic poet’s banishment away from the perfect state (III, 398a-b). 

But, is it not in this exact way that many of Plato’s Dialogues are written? 

If we look at the dramatic structure of the Republic itself and the situation of 

                                                 
1
Cf. Stephen Halliwell, The Aesthetics of Mimesis. Ancient Texts and Modern Problems, 

Princeton & Oxford, Princeton University Press, 2002, p. 24. 
2
Plato, Timaeus and Critias, op. cit., p. 40. 
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enunciation of the Dialogues in general
1
, we notice that, in spite of his 

criticism, Plato cultivated mim°sis masterfully. Why then having written 

mimetic dialogues while criticizing the idea of mim°sis on them? 

 

 

The Political Stake of Mimesis 

 

This is the paradox concerning mim°sis that provokes the question of my 

title. In order to deal with this paradox, we have to observe that within the 

Republic, mim°sis is the object of not only one, but two definitions. The first 

one  lies in book III, as we have seen, and the second one is in book X – where 

after the complete foundation of the perfect state, Socrates returns to the matter 

of poetry and confirms their previous decision not to allow mimetic poets in 

the just city: 

 

‘And truly’, I said, ‘many other considerations assure me that we 

were entirely right in our organization of the state, and especially, I 

think, in the matter of poetry’. ‘What about it?’ he said. ‘In refusing 

to admit at all so much of it as is imitative’; for that it is certainly not 

to be received is, I think, still more plainly apparent now that we 

have distinguished the several parts of the soul’. (X, 595a). 

 

Socrates rolls out a second inquiry by asking directly: “could you tell me 

in general what mim°sis is?” (X, 595c). The result of this reconsideration is a 

renewed rejection of mim°sis (X, 607b), but the scope of the argument extends 

now to the entire poetical activity – and not only impersonation –, painting and 

in general all that is apparent, far removed from the truth. 

My conviction is that we cannot completely understand the scope of 

Plato’s poetry criticism, by the means of mim°sis, outside the political purposes 

of the work that contains it. How could we otherwise explain that Socrates 

insists on mim°sis banishment, at the end of the Republic, as one of the best 

measures that have been adopted? Of course, the political project implemented 

makes the development of mim°sis examination within this dialogue coherent. 

But I suspect the existence of a deeper political level on it. Sometimes, while 

reading one of Plato’s dialogues, we can raise several layers of understanding, 

which means: we can read it focused on different questions
2
. As Leo Strauss 

states: “The Platonic dialogues are meant to be writings which are free from 

the essential defect of writings. They are writings which, if properly read, 

reveal themselves to possess the flexibility of speech; and they are properly 

                                                 
1
For a further development of this question see my « Socrates as character, Socrates as narrator. 

Dialogue and representation in Plato» in François Cooren and Alain Létourneau (ed.), 

(Re)presentation and Dialogue, Amsterdam/Philadelphia, John Benjamins Publishing co., 

2012, p. 289-302. 
2
For example, the Symposium main theme is love. Nevertheless, it can also be interpreted as a 

dramatic competition between poetry (represented by the tragic poet Agathon and the comic 

one, Aristophanes) and philosophy (staged by Socrates). Alcibiades’ intervention and the last 

scene would point out to the latter as undisputed winner. 
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read only if the necessity of every part of them become clear. The Platonic 

dialogues do say, and they are meant to say, different things to different men”
1
. 

In this sense, how could the Republic be read otherwise? 

As the first political philosophy, the Republic considers which one would 

be the best form of government – politeia is in fact its original title. This 

problem was for Plato vital since and because of Socrates’ death. Athenian 

people sentenced Socrates to drink hemlock. Consequently Plato’s reasoning 

is: if this state executes the best of its citizens – “whom I would hardly scruple 

to call the most just of men then living”, he writes in the Seventh Letter (324e) 

–, something in its principles must be wrong. He attempts to solve the problem 

of the role of philosophy in a well-constituted city in the Republic. The 

conclusion of his argument assigns to the philosopher the political leadership 

as the only right function for him in the just city. The thesis of philosopher-

king lies exactly in the very middle of the Republic
2
. Hence, the just state is 

only possible if philosophers become rulers or rulers become philosophers; this 

is the only way to live in accordance with the good
3
, given that the 

philosophers are uniquely qualified to translate the beings into the laws of the 

city. 

 

 

The Poetical Stake of Mimesis 

 

This is Plato’s answer to the problem represented by Socrates’ death, but 

let’s now come back to the supposed causes of it. According to Plato’s Apology 

of Socrates, during his trial, Socrates claims that one of the ancient charges 

against him comes from theatre
4
. Socrates refers actually to Aristophanes’ 

comedy, the Clouds (423 b. C.) In this play, Strepsiades, an ancient rich farmer 

ruined by his son’s aristocratic interests, thinks up a plan to get out of his debts. 

He decides to enroll in the Thoughtery (phrontisterion), where it is taught how 

to turn inferior arguments into winning arguments, that is, the only way he can 

beat his creditors in court. Socrates is the head of this school. He appears 

overhead and declares himself as a devotee of the Clouds, goddesses of 

thinkers, poets and other layabouts. After their introduction, the learning starts, 

but it will end in a disastrous debacle, with Strepsiades’ son becoming a perfect 

                                                 
1
Leo Strauss, The Rebirth of Classical Political Rationalism, Chicago, University of Chicago 

Press, 1989, p.151. 
2
We can count the lines (V, 474b): “the philosophers, who we dare to say ought to be our 

rulers”. 
3
What deeply is here at issue: “the right conduct of life” (I, 352d).  

4
“I must, as it were, read their sworn statement as if they were plaintiffs:  ‘Socrates is a 

criminal and a busybody, investigating the things beneath the earth and in the heavens and 

making the weaker argument stronger and teaching others these same things’. Something of 

that sort it is. For you yourselves saw these things in Aristophanes’ comedy, a Socrates being 

carried about there, proclaiming that he was treading on air and uttering a vast deal of other 

nonsense, about which I know nothing, either much or little” (19c). Plato, Apology of Socrates, 

trans. Harold North Fowler, Loeb Classical Library, London/Cambridge Mass., Havard 

University Press, (1914) 1995. 
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sophist, arguing successfully about everything, even about his right to beat his 

parents. Blaming Socrates for these troubles, Strepsiades sets fire to the 

Thoughtery. 

The caricatural presentation of Socrates and this not so comic ending 

might have contributed to the real Socrates’ discredit. Indeed, Socrates is 

presented in the Clouds as a sophist with a specious interest in physical 

speculations and mainly a fraudulent educator living isolated in his 

Thoughtery. Therefore, Aristophanes’ Socrates is a philosopher out of the city, 

which means: despising the values that in Aristophanes’ mind ensure the 

cohesion of the city, such as the fear of the gods, the obedience of the law and 

the respect for old people. He is totally unconcerned by political and social 

questions. On the contrary, Plato shall make of him nothing less than the 

founder of political philosophy, the Athenian who never stopped hanging 

round his fellow citizens trying to improve their moral behaviors, fought in the 

wars of his city and even died in obedience of its laws. We see how the 

creation of the comic character of Socrates in Aristophanes’ Clouds has a 

political stake, insofar as we compare him to Plato’s Socrates. 

But this is not the only aspect in the Clouds that retains our interest in 

regards to Plato’s Republic. The very chorus of clouds has a curious, 

beautifully expressive function in the play. By their light, vaporous nature, the 

Clouds are able to take every shape at their convenience. Thus, they imitate. As 

Socrates explains to Strepsiades: 

 

Did you never espy a Cloud in the sky, 

which a centaur or leopard might be, 

Or a wolf, or a cow ? 

[…] 

They become just what they want to. If they see a long-haired swell, 

like the son of Xenophantes with his wild and shaggy pate, 

Just to parody his folly, they become a Centaur straight. (340-350)
1
. 

 

Following Leo Strauss’ interpretation, “the Clouds are the goddesses of 

imitation and therefore the natural teachers of all imitative or likeness-making 

arts, and hence in particular of the art of speaking”
2
. In this sense, they are at 

the basic principle of philosophy and art, especially of comic art. When they 

adopt a certain figure in order to mock the excess of society, they schematically 

do what comic poets do. When they reveal the nature of things by concealing it 

and vice versa, just as rhetoric does, they refer to sophistic activity. Through 

this theatrical invention, Aristophanes seems to claim that there would be no 

art of imitation if imitation were not rooted in nature. Hence, his Clouds are the 

natural imitators
3
. 

 

                                                 
1
Aristophanes, The Clouds, vol I., trans. Benjamin Bickley Rogers, Cambridge, MA, Harvard 

University Press; London, W. Heinemann, 1950-1955. 
2
Leo Strauss, Socrates and Aristophanes, Chicago, University Chicago Press, 1980, p. 18. 

3
Cf. Ibid., p. 21. 
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Conclusion 

 

In summary, through the questioning of the social role of the philosopher 

as an educator, Aristophanes’ Clouds brings this problem to a political level. At 

the same time, this comedy foreshadows mim°sis – as “imitation” – as the basis 

for poetic creation and philosophical speculation. The character of Socrates and 

the chorus of the Clouds are the means of expression of these issues. Plato 

seems to feel concerned by these political and poetical stakes while writing his 

Republic. In this major dialogue, Plato articulates simultaneously the first 

political philosophy and the first philosophy of art
1
. 

In contrast with the caricatural and apolitical Socrates in the chaotic world 

of the Clouds, the Republic is the draft of the best politically constituted state, 

ruled by the philosophers, as described by the most brilliant of them: Socrates. 

On the other hand, we can observe that mim°sis plays a crucial role in the 

Clouds, as represented by the goddesses that the poets and the sophists 

venerate. Despite Aristophanes’ Socrates being part of these venerators, Plato’s 

Socrates will definitively banish mimetic poetry (that is: the basis of theater) 

from the just city in the Republic. 

While enouncing the famous banishment of the mimetic poetry away from 

the just city, he alludes to “the ancient quarrel between philosophy and poetry” 

(X, 607b). However, from a historiographical point of view, this ancient 

quarrel can be hardly proved before of Aristophanes’ attack
2
. 

In conclusion, by way of answering to the question posed, I do suggest that 

Plato’s definitions of mim°sis in the political context of the Republic would be 

his answer to a challenge that comes from theatre and goes back specifically to 

Aristophanes’ Clouds. After all, the semantic evolution of this word seems to 

go in the same direction.  

Then, according to its theatrical parentage, can we not think that Plato, the 

great ironist, would use one of the most theatrical words of his language to 

knock down theatre?" 

"By Zeus, the contrary would be strange."  
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An Ontic Conception of Chance in Monod's  

Non-Teleological Evolutionary Biological Theory 

 
Alessandra Melas 

 

 

In Le Hasard et La N®cessit®, one of the most influential books in the 

story of Biology, Jacques Monod presents his non-teleological 

evolutionary biological theory. Starting from the idea ï which 

someone ascribes to Democritus ï that everything existing in the 

Universe is the fruit of chance and necessity, Monod maintains that 

each alteration in the DNA happens by chance. Hence, chance ï 

according to Monod ï is the origin of every novelty happening in the 

biosphere, and then the driving force of the evolution. But which 

conception of chance is at the core of Monod's non-teleological 

theory? According to Monod, chance events are the result of the 

intersection between different processes that belong to independent 

causal chains. These accidental events are called ñabsolute 

coincidencesò. Despite its importance, this coincidental notion of 

chance is quite neglected in contemporary literature and it seems to 

eschew a precise definition. This study takes into proper 

consideration this conception of chance and tries to shed new light 

on it. More precisely, the main attempt of this survey is to endorse 

the idea that Monodôs coincidental notion of chance is ontic, that is 

it does not depend only on our practical impossibility to have a 

complete knowledge about the phenomena observed. A central role 

in the discussion will be given to the independence between the 

intersecting causal chains, which is at the centre of this conception 

of chance. As I will show, the typology of the independence plays an 

important part in providing a distinction between an ontic notion of 

coincidences and a methodological one.  

Keywords: Chance; absolute coincidences; ontic; independence. 

 

 

Introduction 

 

In philosophical tradition the word “chance”, as for the French “hasard”, 

is commonly used to indicate many different things. Sometimes, for example, it 

is employed to denote phenomena which are fortuitous in a fundamental way, 

sometimes to denote phenomena which are only methodologically fortuitous. 
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To make clearer the distinction between a fundamental notion of chance and a 

methodological one, let us consider the following Henri Poincaré’s passage: 

 

Et alors si le mot hasard est tout simplement un synonyme 

d'ignorance, qu'est-ce que cela veut dire? [...] Il faut donc bien que le 

hasard soit autre chose que le nom que nous donnons à notre 

ignorance, que parmi les phénomènes dont nous ignorons les cause, 

nous devions distinguer les phénomènes fortuits, [...], et ceux qui ne 

sont pas fortuits et sur lesquels nous ne pouvons rien dire, tant que 

nous n'aurons pas déterminé le lois qui les régissent.
1
 

 

Hence, according to Poincaré, fundamental chance is something which 

goes beyond our ignorance. Conversely, in the case of methodological chance, 

a phenomenon seems to be fortuitous only because we do not have a complete 

knowledge about what is observed. 

In literature, and in standard dictionaries as well, many definitions of 

fundamental chance can be found, such as chance as lack of lawlike 

regularities, chance as ontic probability
2
 and so on. Moreover, many definitions 

of non-fundamental chance can be found as well
3
. 

This enquiry considers only a restricted meaning for the word “chance”, 

taking into consideration chance intended as coincidences. More precisely, the 

present enquiry will investigate Monod's notion of absolute coincidences.  

According to the coincidental conception of chance, chance events are 

simply the effect of the fortuitous intersection between independent causal 

chains
4
. This notion of chance seems to be very important, not only because it 

is closely related to the Principle of Causality, according to which whatever 

comes to exist has a cause, but also since it is the core of Monod's non-

teleological evolutionary biological theory. 

The main attempt of this survey is to endorse the idea that Monod's 

conception of coincidences is ontic, that is it does not depend only on our 

practical impossibility to have a complete knowledge about the phenomena 

observed. In order to show that, I will firstly present Monod's definition of 

coincidences, trying to investigate its origins especially in French literature. 

Then I will illustrate, not only that the independence between the intersecting 

causal lines is at the centre of this coincidental conception of chance, but also 

that the typology of the independence plays an important role in providing a 

distinction between fundamental coincidences and methodological ones. 

Finally, I will show that Monod's conception of coincidences, even though 

                                                 
1
Poincaré, p. 3. 

2
See, for example, probability according to standard interpretation of Quantum Mechanics. 

3
For an extended inquiry see I. Hacking, 1990. 

4
It is important to precise that sometimes in literature the word “coincidence” indicates just a 

single event (or process) which is not understandable in terms of lawlike regularities. However, 

this kind of coincidental phenomena will not be the object of this paper.  



An Ontic Conception of Chance in Monod's  

Non-Teleological Evolutionary Biological Theory 

 

73 

closely related to French literature, presents a kind of originality if compared to 

that tradition. 

 

 

Monodôs Conception of Chance and its Origins 

 

It is a common opinion that chance events are what cannot be described in 

causal terms. One of the main supporters of this view is David Hume, who – in 

his Treatise of Human Nature – says: 

 

 There is but one kind of necessity, as there is but one kind of cause, 

and that the common distinction betwixt moral and physical 

necessity is without any fundamental nature. [...] ‘Tis the constant 

conjunction of objects, along with the determination of the mind, 

which constitutes a physical necessity: and the removal of these is 

the same thing with chance. As objects must either be conjoin’d or 

not, and as the mind must either be determin'd or not to pass from 

one object to another, ‘tis impossible to admit of any medium 

betwixt chance and an absolute necessity.
1
  

 

Conversely, according to a causal view of chance, chance events are 

simply the result of intersecting causal lines
2
.  

According to Monod’s conception of chance, intersections between 

different processes that belong to independent causal chains are the origin of 

accidental events, called “absolute coincidences”: 

 

[...] C'est le cas, par exemple, de ce que l'on peut appeler les 

“coïncidences absolues”, c'est-à-dire celles qui résultent de 

l'intersection de deux chaînes causales totalement indépendantes 

l'une de l'autre.
3 

 

This conception is illustrated in the following example: 

 

Supposons par exemple que le Dr. Dupont soit appelé d'urgence à 

visiter un nouveau malade, tandis que le plombier Dubois travaille à 

la réparation urgente de la toiture d'un immeuble voisin. Lorsque le 

Dr. Dupont passe au pied de l'immeuble, le plombier lâche par 

inadvertance son marteau, dont la trajectoire (déterministe) se trouve 

intercepter celle du médecin, qui en meurt le crâne fracassé.
4 

                                                 
1
Hume, Book I, part III, section XIV. 

2
In the specific literature one can find many different conceptions of causation.  This paper will 

not engage in a detailed discussion about that problem. Concerning  causation, I will only 

endorse the most general point of view, according to which causation can be an ontic feature of 

the world, as well as an epistemic one.   
3
Monod, p. 128. 

4
Monod, p. 128. 
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Almost the same view can be found in Henri Poincaré: 

 

Un homme passe dans la rue en allant à ses affaires; quelqu'un qui 

aurait été au courant de ces affaires pourrait dire pour quelle raison il 

est parti à telle heure, pourquoi il est passé par telle rue. Sur le toit 

travaille un couvreur; l'entrepreneur qui l'emploie pourra, dans une 

certaine mesure, prévoir ce qu'il va faire. Mais l'homme ne pense 

guère au couvreur, ni le couvreur à l'homme: ils semblent appartenir 

a deux mondes complètement étrangers l'un à l'autre. Et pourtant, 

le couvreur laisse tomber une tuile qui tue l'homme, et on n'hésitera 

pas à dire que c'est là un hasard.
1 

 

And before in Antoine Augustine Cournot, who says that chance events 

are not uncaused but they are simply the result of the intersection of 

independent causal chains: 

 

Les événements amenés par la combinaison ou la rencontre d'autres 

événements qui appartiennent à des séries indépendantes les une des 

autres, sont ce qu'on nomme des événements fortuits, ou des résultats 

du hasard.
2 

 

A similar conception of chance can be also observed in Jean La Placette: 

 

Pour moi, je suis persuadé que le hasard renferme quelque chose de 

réel et de positif, savoir, un concours de deux ou de plusieurs 

événements contingents, chacun desquels a ses causes, mais en sorte 

que leur concours n'en a aucune que l'on connaisse. Je suis for 

trompé si ce n'est là ce qu'on entend lorsqu'on parle du hasard.
3 

 

This coincidental idea of hasard goes probably back over Aristotle. In 

Metaphysics, indeed, Aristotle already maintains the fact that the existence of 

per accidence causes is an evidence of the existence of per se causes. In 

commenting on Aristotle's Metaphysics, Saint Thomas also says that if we treat 

accidental beings as things produced by per se causes, many things may be by 

accident, such us the meeting of independent causal lines
4
. 

As Cournot highlights, the core of this conception consists in the 

independence of the intersecting causal chains: 

 

Il faut, pour bien s'entendre, s'attacher exclusivement à ce qu'il y a de 

fondamental et de catégorique dans la notion du hasard, savoir, à 

                                                 
1
Poincaré, pp. 10-11. 

2
Cournot, p. 52. 

3
La Placette, p. 7, end of the preface. 

4
For an extended enquiry see M. Julienne Junkersfeld, 1945. 
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l'idée de l'ind®pendance ou de la non-solidarité entre diverses séries 

de causes [...].
1 

To clarify this point, let us represent the already quoted Monod's example. 

 

Figure 1. Monod's Example of a Coincidence 

 
 

In Figure 1, Dr Dupont is going to visit a patient for the first time. In the 

meanwhile, Mr Dubois is fixing a roof in the same area. When Dr Dupont 

comes across Mr Dubois’ work site, Mr Dubois’ hammer falls inadvertently 

down and the trajectory of the hammer intersects the trajectory of Dr Dupont, 

who dies. The two red lines in the figure represent the two independent causal 

histories of A and B. 

To sum up, coincidences are events that can be divided into components 

independently produced by some causal factor. 

It is important to remark that – although coincidences are chance events 

that can be described  in causal terms – they are not nominal, because they 

cannot be causally explained. In fact, since the intersecting causal lines are 

independent from each other, to explain each individual causal chains is quite 

different from explaining the intersection between the involved chains.  

In Monod’s example, it is possible to explain why Dr Dupont is going to 

visit his patient and why Mr Dubois’ hammer is falling down, but – since the 

causal lines involved have independent causal histories – it is not possible to 

explain in causal terms the intersection between Dr Dupont’s trajectory and the 

hammer’s trajectory. Explaining the behavior of every single intersecting 

                                                 
1
Cournot, p. 56. The italic is mine. 
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causal process is not sufficient to understand why the accident, i.e. the 

intersection, happened. 

 

 

Global Independence versus Local Independence 

 

At this stage of the discussion, it would be worthwhile saying something 

more about the meaning of the independence of the intersecting causal lines, 

which is – as we have seen – at the centre of the coincidental notion of chance. 

When we think on the independence we deal with two main options: 

 

¶ The independence is global: there is not any direct, or indirect, 

causal link between the intersecting causal lines we are taking in 

consideration, and the intersecting causal lines involved do not 

share any direct, or indirect, common cause in their past
1
. 

¶ The independence is local: there is some indirect, but not direct, 

causal link between the intersecting causal lines we are taking in 

consideration, or the intersecting causal lines involved share some 

indirect common cause in their past
2
. 

 

In order to specify the meaning of the word “direct”, it could be useful to 

employ the definition of what Patrick Suppes calls “direct causes”: 

 

[é] An event Bt¡ is a direct cause of At if and only if Bt¡ is a prima facie cause
3
 

of At and there is no t± and no partition pt± such that for every Ct± in pt± 

 

(i) t¡ < t± < t, 

(ii)  P(Bt¡ Ct±) > 0,
 

(iii)  P(At|Ct± Bt¡) =  P(At|Ct±).
4 

 

So that a direct causal link between, for example, A and B is a link which 

is not intercepted by any intermediary I; and a direct common cause D of A and 

B is a common cause which is not intercepted by any intermediary A' between 

A and D, and by any intermediary B' between B and D. To be more clear: 

                                                 
1
Of course, a direct or indirect common cause of the causal lines involved could always be 

found if we trivially consider as common causes the range of all the physical laws. What is 

required here is holding the physical laws fixed, and then excluding the existence of extra 

common causes. 
2
Moreover, there could be a third kind of independence, that is something like a partial 

independence. In such cases, we can talk about “partial coincidences”, that is events whose 

components share some, but not all, of their causal ancestors. For a more extended discussion 

see D. Owens, 1992, p. 8. 
3
For a definition of “prima facie cause” see P. Suppes, 1970, p. 12. 

4
Suppes, p. 28. 
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Figure 2. Direct Causal Link 

 
Figure 3. Direct Common Cause 

 
 

Whereas an indirect causal link between A and B is a link which is 

intercepted by some intermediary I; and an indirect common cause D of A and 

B is a common cause which is intercepted by some intermediary A'  between A 

and D, and by some intermediary B' between B and D. To be more clear: 
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Figure 4. Indirect Causal Link 

 
Figure 5. Indirect Common Cause 

 
 

Now, we can explicate the global independence between two processes, A 

and B, that belong to different causal chains in the following terms: A and B are 

globally independent if there is not any direct, or indirect, causal link between 

them, and they do not share any direct, or indirect, common cause in their past.  

In this case they are probabilistically independent, in a way that: 

 

P(A/B) = P(A) 

 

and 
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P(B/A) = P(B) 

 

Where the probabilistic independence between A and B is not due to any 

intermediary I of A and B. So that, the following is not true: 

 

P(A/B Ø I) = P(A/I) 

and 

P(B/A Ø I) = P(B/I) 

 

And where, the probabilistic independence between A and B is not due to 

any screening-off common cause D in the past of A and B
1
. Hence, is not true 

that: 

 

P(A/B Ø D) = P(A/D) 

and 

P(B/A Ø D) = P(B/D) 

 

Therefore, in the case of a global independence, the probabilistic 

independence between A and B is not conditional, but it is absolute. 

The local independence admits the existence of ancient common causes, 

and indirect causal links between the processes involved: A and B are locally 

independent if there is some indirect causal link between them, or they share 

some indirect common cause in their past.  

So that, given some intermediary I of A and B: 

 

P(A/B Ø I) = P(A/I) 

 

and 

 

P(B/A Ø I) = P(B/I) 

 

Moreover, given any indirect common cause D of A and B, some 

intermediary A' between A and D, and some intermediary B'  between B and D: 

 

P(A/B Ø B¡ Ø A¡ Ø D) = P(A/B¡ Ø A¡ Ø D)
2
 = P(A/A¡ Ø D)

3
 = P(A/A¡) 

 

and 

 

P(B/A Ø A¡ Ø B¡ Ø D) = P(B/A¡ Ø B¡ Ø D)
1
 = P(B/B¡ Ø D)

2
 = P(B/B¡) 

                                                 
1
In fact, given a screening-off common cause, A and B are probabilistically independent of 

each other. See H. Reichenbach, 1956. 
2
This is due to the fact that B¡ is an intermediary of B and D, in a way that it screens off B from 

D. 
3
This is due to the fact that D screens off A¡ from B¡.  
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In the case of a local independence, the probabilistic independence 

between A and B is not absolute, but it is conditional. In fact, A and B are 

independent given some intermediary between A and B, or some intermediary 

between a common cause D and A, and a common cause D and B. So that, the 

following is true: 

 

P(A/B) ≠ P(A) 

and 

P(B/A) ≠ P(B) 

 

Concerning the local independence, a good question could be the 

following: would we say that a particular event happens by coincidence if we 

knew that the probabilistic independence between the causal lines involved is 

not absolute and it is only due to the fact the intersecting causal lines involved 

share the same causal history?  

Most probably we would say that such events are fortuitous only because 

we are unable to trace all of the causal histories. If we had something like a 

Laplacian God's-eye view, we could probably trace all of the causal sequences, 

and then we would be able to see that the phenomenon observed does not 

happen by chance. In situations like that our ignorance seems to be the sole and 

the primary reason we say that the event in point is coincidental. 

This means that a conception of coincidence that comes from a local 

independence between the intersecting causal lines involved is not 

fundamental, but it is still methodological, since it depends solely on our 

ignorance about what is observed: in case we knew that there is some causal 

link – although indirect – between, for example, A and B, or we knew some 

indirect common cause of the events A and B, then we would be able to see that 

the independence between those events is not – in some sense – a real 

independence, since it is a conditional one. 

Conversely, a conception of coincidence that comes from a global 

independence between the causal lines involved seems to be fundamental. In 

fact, in such cases, if we had something like a God's-eye view, the 

independence would not disappear, since it is absolute and – then – it does not 

depend on our degree of knowledge
3
. The autonomy from our degree of 

knowledge is, indeed, well explicated by the absolute probabilistic 

independence between the causal lines involved, which is entailed by the 

notion of global independence.  

 

 

                                                                                                                                 
1
This is due to the fact that A¡. is an intermediary of A and D, in a way that it screens off A 

from D. 
2
This is due to the fact that D screens off B¡ from A¡. 

3
It is important to point out that what has been said has value if one considers the causal chains 

that produce coincidental events as physical chains, that is as something of very similar to real 

processes in the world. 
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Monodôs Absolute Coincidences: An Ontic Notion of Chance 

 

At this point of the discussion, it seems easier to show whether Monod's 

conception of coincidence is ontic or not.  

As we have already seen, Monod talks about “coµncidences absolues”. 

Where the use of the word “absolues” is not fortuitous. More precisely, 

such a word means that there are coincidental events which would still be 

coincidental even though we had something like a God's-eye view, that is 

independently from our degree of knowledge. 

As already pointed out, the independence from our degree of knowledge is 

explicated by the absolute probabilistic independence between the causal lines 

involved, which is entailed by the notion of global independence.  

Hence, it seems that Monod is thinking about the first type of 

independence, that is the global one. 

This is made evident even by the following already quoted Monod's 

passage: 

 

[...] C'est le cas, par exemple, de ce que l'on peut appeler les 

“coïncidences absolues”, c'est-à-dire celles qui résultent de 

l'intersection de deux chaînes causales totalement
1
 indépendantes 

l'une de l'autre.
2 

 

Where the word “totalement” stays for what can be called “globally”.  

According to what I have already said, a global independence between the 

causal chains involved means that: 

 

There is not any direct, or indirect, causal link between the 

intersecting causal lines we are taking in consideration and the 

intersecting causal lines involved do not share any direct or indirect 

common cause in their past. 

 

So that, for Monod's example (Figure 1): 

 

P(A/B) = P(A) 

 

and 

 

P(B/A) = P(B) 

 

That is, the fact that Dr Dupont goes to visit his patient is probabilistically 

independent of the fact that the hammer falls down, and the fact that the 

                                                 
1
With the use of the word “totalement”, Monod is even excluding the possibility that absolute 

coincidences can be partial coincidences, that is events whose components share some, but not 

all, of their causal ancestors. 
2
Monod, p. 128. The italic is mine. 
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hammer falls down is probabilistically independent of the fact that Dr Dupont 

goes to visit his patient. Of course, the probabilistic independence is absolute. 

As already shown, a conception of coincidences that comes from a global 

independence between the causal lines involved seems to remind a 

fundamental kind of coincidental events, in a way that Monod’s notion of 

coincidences seems to be clearly ontic.  

To enforce the idea according to which Monod's notion of absolute 

coincidences is a fundamental conception, let us consider the following 

passage: 

 

Le contenu de la notion de hasard n'est pas simple et le mot même 

est employé dans des situations très différentes. Le mieux est d'en 

prendre quelques exemples.  

Ainsi on emploie ce mot à propos du jeu de dés, ou de la roulette, et 

on utilise le calcul des probabilités pour prévoir l'issue d'une partie. 

Mais ces jeux purement mécaniques, et macroscopiques, ne sont «de 

hasard» qu'en raison de l'impossibilité pratique de gouverner avec 

une précision suffisante le jet du dé ou celui de la boule. Il est 

évident qu'une mécanique de lancement de très haute précision est 

concevable, qui permettrait d'éliminer en grande partie d'incertitude 

du résultat. Disons qu'à la roulette, l'incertitude est purement 

op®rationnelle, mais non essentielle. Il en est de même, comme on le 

verra aisément, pour la théorie de nombreux phénomènes où on 

emploie la notion de hasard et le calcul des probabilités pour des 

raisons purement méthodologiques.  

Mais dans d'autres situations, la notion de hasard prend une 

signification essentielle et non plus simplement op®rationnelle. C'est 

le cas, par exemple, de ce que l'on peut appeler les “coïncidences 

absolues” [...].
1 

 

Where the word “essentielle” stays for “fundamental” and the word 

“op®rationnelle” stays for “methodological”. 

It seems that Monod, when he talks about “absolute coincidences”, is 

thinking on some kind of fundamental phenomena
2
. 

 

 

                                                 
1
Monod, p. 128. The italics are mine. 

2
It is important to point out that what has been said has value since Monod considers the causal 

chains that produce coincidental events as something of very similar to real processes in the 

world. According to Monod, indeed, chance (absolute coincidences) is the origin of every 

novelty happening in the biosphere and then, in some sense, in the physical world. 
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Monodôs Absolute Coincidences: A New Kind of Coincidental Events 

 

Monod’s conception of coincidences, even though closely related to 

French literature, presents a kind of originality when compared to that 

tradition.  

As we have already seen, even according to Cournot, chance events are not 

uncaused but they are simply the result of the intersection between independent 

causal chains. To make clearer this point, let us consider the following example 

from Cournot
1
.  

A Parisian decides to go for an outing and takes a train to reach the desired 

location. The train goes off the rail and the Parisian is the poor victim. In this 

case we have an intersection between two independent causal lines: the 

Parisian in the train and the train which goes off the rail. 

 

Figure 6. Cournot's Example of a Coincidence 

 
 

The two red lines in the figure represent the two independent causal 

histories of A and B. 

But which kind of independence is Cournot talking about? All that can be 

said is written in the following passage: 

 

Il n'est donc pas exact de dire, avec Hume, que  «le hasard n'est que 

l'ignorance où nous sommes des véritables causes» [...]. Sans doute 

le mot de hasard n'indique pas une cause substantielle, mais une 

                                                 
1
Cournot, p. 52. 
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idée: cette idée est celle de la combinaison entre plusieurs systèmes 

de causes ou de faits qui se développent chacun dans sa série propre, 

indépendamment les uns des autres. Une intelligence supérieure à 

l'homme ne différait de l'homme à cet égard qu'en ce qu'elle se 

tromperait moins souvent que lui, ou même, si l'on veut, ne se 

tromperait jamais dans l'usage de cette donnée de la raison. Elle ne 

serait pas exposée à regarder comme indépendantes des séries qui 

s'influencent réellement, ou, par contre, à se figurer des liens de 

solidarité entre des causes réellement indépendantes.
1 

 

According to Cournot, it is not correct to say, with Hume, that chance is 

only due to our ignorance of the real causes
2
. In fact, a supreme intelligence 

would probably be able to trace all of the causal sequences, and then to see that 

some phenomena observed are still fortuitous. 

Although not explicit, what Cournot is probably trying to say in the 

passage quoted above is that it may exist some kind of global independence 

between the causal lines involved.  

However, as it is well clarified by Thierry Martin: 

 

D’une part l’analyse de Cournot, ne se situe pas sur le plan 

métaphysique. […] En toute rigueur, elle n’affirme d’ailleurs même 

pas l’existence physique effective des séries causales, mais n’en tient 

à poser que l’on peut se représenter les relations causales unissant les 

événements sous le forme de telles séries.
3 

 

And again:  

 

Cournot le précise clairement «le mot de hasard n’indique pas une 

cause substantielle, mais une idée».
4 

 

Hence, while in Monod a conception of coincidences that comes from a 

global independence between the causal lines involved seems to remind a 

fundamental kind of coincidental events, in Cournot the situation is different: 

the discussion, as we have seen, moves from an ontic level to an epistemic one, 

so that it does not have any sense to talk about coincidences as ontic events, 

since coincidences do not seem to be a feature of reality
5
. 

According to Poincaré's conception, ontic coincidences do not exist. 

Hence, coincidental situations show phenomena which are clearly only 

methodologically fortuitous. Let us consider what Poincaré says concerning 

that: 

                                                 
1
Cournot, pp. 62-63. 

2
Hume, Book I, part III, section XIV. 

3
Martin, p. 111. 

4
Martin, p. 113. 

5
For a more extended discussion on Cournot’s conception of chance see T. Martin, 1996. 



An Ontic Conception of Chance in Monod's  

Non-Teleological Evolutionary Biological Theory 

 

85 

Notre faiblesse ne nous permet pas d'embrasser l'univers tout entier, 

et nous oblige à la découper en tranches. Nous cherchons à le faire 

aussi peu artificiellement que possible, et, néanmoins, il arrive, de 

temps en temps, que deux de ces tranches réagissent l'une sur l'autre. 

Les effets de cette action mutuelle nous paraissent alors dus au 

hasard.
1
 

 

Based on Poincaré’s view, our ignorance is the sole and the primary reason 

we say that a phenomenon is fundamentally coincidental.  

To conclude, Monod's notion of coincidences, in being a fundamental 

conception of chance, seems to be different from Cournot’s one and Poincare’s 

one. 

 

 

Conclusion  
 

In this paper, I have shown that Jacques Monod’s notion of absolute 

coincidences is an ontic conception of chance, in fact: 

 

1) Monod considers the causal chains that produce coincidental 

events as something of very similar to real processes in the world. 

2) His conception of chance does not depend only on our partial 

knowledge about the phenomena observed. 

3) The independence between the causal lines involved is total, 

namely global. 

 

A deeper inspection suggested that not only the notion of independence 

has an important role in defining coincidences, but also that the distinction 

between global independence and local independence is important to make a 

discrimination between fundamental and methodological coincidences. 

I have also shown that Monod's conception of coincidences, even though 

closely related to French literature, presents a kind of originality when 

compared to that tradition. More precisely, Monod's notion of absolute 

coincidences, in being a fundamental conception, seems to be different from 

Cournot’s one and Poincaré’s one. 

Many problems concerning coincidences are still open. It remains, for 

example, to be seen whether there is a relation between this causal conception 

of chance and other notions of chance.  

Further investigations along this line will be the object of developing 

papers. 

 

 

                                                 
1
Poincaré, p. 11. 
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C H A P T E R   NINE 

 

Where are the Poets in Platoôs 

Political Philosophy? 

 
Mai Oki-Suga 

 

 

This paper examines the role of poets in Platoôs political philosophy 

with respect to their special ability in composition. The reason for 

the necessity of poets in the polis is that they supply the missing 

piece for achieving sustainable governance, i.e. the motivational 

grounds for the people to abide by the laws of the polis. If people 

regard poets and their productions as sacred because of the special 

divine ability of poets, people are naturally motivated to listen to the 

right poetry. If lawgivers give the people the right laws and govern 

them justly, the ideal polis will be realized. 

Keywords: Plato, political philosophy, poetry 

 

 

Introduction 
 

In this paper I examine the role of poets in Plato’s political philosophy. 

Discussions concerning poetry in Plato’s philosophy have been treated by 

various authors from ancient to modern times, and recently several scholars 

maintain that Plato sees poetry as useful in terms of education.
1
 Halliwell, for 

instance, argues that the artistic representation in poetry of good men can 

promote character formation of citizens,
2 

an interpretation with which I mainly 

agree. However even if Plato sees poetry as useful, it does not necessarily 

mean that he sees poets as useful. We can find many passages in his work that 

could be interpreted as advocating the banishing of poets from his ideal polis, 

or at least making their roles extremely limited. Thus, in Book 10 of the 

Politeia, the character Socrates seems to suggest the purging of poets and 

writers of tragedy, who are said to have educated people in the Greek world, 

from the ideal polis. In the Nomoi, the Athenian Stranger does not develop as 

harsh an argument as Socrates’ one in Politeia. Nevertheless he seems to 

regulate poets very strictly, as if poets exist only for writing down what they 

are told. It would be, however, hasty to conclude that Plato does not need poets 

                                                 
1
Annas and Gadamer emphasize that one should understand poetry in the context of the 

educational program, not in the context of the banishment of poetry (Annas 1981; Gadamer 

1934/1985). 
2
Halliwell focuses attention on the role of character formation, which is developed mainly in 

Book 2 and 3 of the Politeia (Halliwell 2002, 2011). 
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in his ideal polis at all. The Stranger surely limits the roles of poets but he also 

sees their ability necessary. Socrates surely tries to banish poets but he accepts 

some poetry as necessary, and even calls the writers of such works “poets,” 

regarding them as neither philosophers nor guardians. Poets must either be 

banished or strictly regulated but they are needed at the same time.  

Here arises one question: Where are poets in Plato’s political philosophy? 

Precisely speaking, does Plato see poets as necessary in his ideal polis, and if 

he does, what are their particular roles? I address these problems mainly by 

critically examining those sections in the Politeia and Nomoi that handle 

political matters in terms of governing citizens and their souls. 

 

 

Poets and Lawgivers 
 

Comparison of Homer with Lawgivers 

Let me start my inquiry with Socrates’ imaginary question posed to Homer 

in Book 10 of the Politeia. 

 

[P-1] Oh dear Homer, […] tell us which polis has been governed 

(ᾤκησεν) better by you, just as Sparta is due to Lycurgus, and many 

other poleis [plural of polis], big and small, are due to others? Which 

polis thinks that you have become a good lawgiver and benefitted 

them? […] There is Solon among us [Athenians]. (Politeia 599d-e) 

 

This imaginary question may surprise modern readers in some way, 

because we understand Homer, the author of Iliad and Odyssey, not as a 

lawgiver but as an epic writer. This ancient writer is well-known even today 

because of his excellent literary works. However, although he is regarded as 

prominent also in Plato’s time, Socrates shows that his fame did not only 

depend on his literary skill. Homer is, according to Socrates, “the leader” of the 

poets who are taken by ordinary people to “know every art, all human affairs 

concerning virtue and vice, and also things as to gods” (598d-e). The common 

view is, therefore, that poets, especially Homer, not only have outstanding 

literary skill but also know everything. Socrates’ refutation of the common 

view seems to show that Homer lacks knowledge in every art and it goes 

without saying that other, “lesser” poets have none. Now we have to read the 

imaginary question above carefully. Three points are remarkable here.  

The first striking point is that the question posed to Homer concerns 

governance (“which polis has been governed better by you?”).
1
 Although 

Homer is recognized as a poet in modern times, what matters to Socrates is not 

his literary skill such as polished expressions. Rather, what matters is whether 

Homer can engage in polis governance. This point indicates that the decisive 

criterion of good and beneficial poets is whether they engage in the good 

                                                 
1
The original Greek word of what I translate into “govern” or “governance” is οἰκεῖν (the 

present infinitive form of ᾤκησεν), not ἄρχειν. 
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governance of the polis. Their literary skill is, at least in this context, of 

secondary importance.
1 

The second point is that Socrates compares the 

achievement of Homer with that of Lycurgus and Solon, both of whom are 

generally regarded as lawgivers. It is, therefore, obvious that the second 

sentence (“which polis thinks that you have become a good lawgiver?”) 

concerns legislation. Here Socrates expresses the view that the comparison of 

Homer with historical lawgivers is appropriate and that poets can be lawgivers. 

It is natural to think that the “governance” mentioned in the previous sentence 

is connected to the “lawgiver,” since one needs good laws and its makers, 

lawgivers, in order to govern a polis well. Finally, although it is included in the 

second sentence, the phrase “to have benefitted (ὠφεληκέναι) them”
2
 should be 

understood as independent from the second point. Generally speaking the 

“benefit” which poets bring to the polis can include anything from victorious 

battles to agricultural profit, as the passages immediately following the citation 

shows. However, the benefit mentioned here seems to have a broader sense; 

benefitting people is equal to “making people better.” In other words, the poets 

have to benefit the individual in the polis. 

In sum, while the imaginary question tries to refute Homer’s work, it also 

offers three criteria of good poets. First two points concern whether the poets 

are able to engage in the governance and the legislation of the polis as a whole, 

and the last one concerns whether they are able to benefit the people in the 

polis individually. In order to understand these points, now we need a 

perspective of the interpretation.  

  

Two Interpretations on the Imaginary Question 

The imaginary question above leads us to two possible interpretations of 

the roles that Homer and poets in the ideal polis should fulfill.  

Firstly, one can understand the imaginary question as expressing the view 

that poets are equal to polis-governors and lawgivers. It might be a natural 

conclusion if one literally interprets the comparison of Homer with historical 

lawgivers. Homer should have fulfilled his duty as a governor or a lawgiver in 

a polis, just as Lycurgus in Sparta and Solon in Athens. Poets are able to, and 

also have to, make at least one polis well-governed. In accordance with this 

interpretation, which I call “the literal interpretation,” poets themselves 

establish laws, just as Lycurgus or Solon do, and thereby govern the polis. 

According to the literal interpretation, “poet” is merely a different name given 

to a governor or a lawgiver. 

However, that question also leads to a more relaxed interpretation. The 

second possibility is an interpretation that poets are not the same as lawgivers 

and governors, but they help lawgivers and governors in governance and 

legislation. In this relaxed interpretation (in contrast to the literal 

interpretation), the words in the imaginary question such as “govern” or 

                                                 
1
I add “at least in this context,” because, as the later discussion shows, the literary skill of poets 

is quite important when it comes to conveying poetry to the public. 
2
 I understand “them (σφᾶς)” as inhabitants of the polis. It is difficult to understand it as poleis, 

i.e., many city-states, because Socrates mentions only “a polis.” 
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“lawgiver” are not understood literally. Socrates asks Homer whether he has 

governed a polis better and if he has been a good lawgiver, but we can interpret 

his question as probing into the fundamentally similar roles of poets and 

lawgivers. Poets should fulfill their duty, which is similar to the duty of 

governors or lawgivers. 

I adopt the relaxed interpretation, because some passages prove that poets 

and lawgivers are not the same, a point I explain more closely in the next 

section. 

 

Are Poets Lawgivers?  

It is reasonable to discard the literal interpretation if one takes the 

following words from Socrates into account. 

 

[P-2] Apparently we must supervise the story makers (μυθοποιοί) and we 

must pass what they do well and we must reject what they do not. 

(Politeia 377c) 

[P-3] We must compel the poets to keep close to this [the idea that no 

citizen ever fought easily with his fellow-citizen] in their 

compositions (λογοποιεῖν). (378d) 

[P-4] Oh Adeimantus, at present, we, you, and I, are not poets but 

founders of a state (οἰκισταὶ πόλεως). […] The founders are not 

required themselves to compose stories. (378e-9a) 

 

These passages are all found in Book 2 of the Politeia where Socrates and 

his interlocutors discuss the right education through poetry and story (mythos). 

P-2 implies the existence of someone who supervises the story makers or 

poets.
1
 One role of “supervisors” mentioned in P-3 is to judge which poetry or 

story is appropriate to be told to children. However, this is not the only role of 

supervisors. As P-4 shows, they also compel the poets to compose apt poetry as 

a part of education. The supervisors mentioned here are, as P-4 shows, “we,” 

namely Socrates and Adeimantus. They are “founders” and founders do not 

compose stories or poetry.  

The rejection of the literal interpretation of P-1 is also supported by the 

following passages found in the Nomoi. 

 

[N-1] Do we think that it is allowed for poets to teach in the dance 

anything which they themselves like in the way of rhythm, melody, or 

languages [i.e. lyrics] to the children of any well-conditioned parents? 

(Nomoi 656c) 

[N-2] The right lawgiver will persuade […] or compel […] the poet to 

express […] gestures and melody of temperate, brave, and in every 

way good men in rhythm and harmonies. (660a) 

                                                 
1
Socrates’ statement, “those [stories] that Hesiod, Homer, and other poets told us” (377d) 

shows obviously that “story (μῦθος)” can be seen as equal to poetry (ποίησις). Therefore, 

“story makers” can be also seen as equal to poets. 
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N-1 is a question raised by the Athenian Stranger (hereafter: the Stranger), 

the main character, to his interlocutor Cleinias. Cleinias’ answer is, not 

surprisingly, “No.” Being similar to P-2, N-1 hints that there is someone who 

allows or forbids poets to make some kind of poetry. And N-2 indicates that 

this “someone” is the right lawgiver. Although they were written in different 

times, the view of the proper roles of poets shown in the Politeia and the view 

of poets in the Nomoi are essentially the same.  

Hence I reject the literal interpretation of the comparison of Homer with 

lawgivers. In addition, Plato seems to hold the same view of poets in the 

Nomoi. Now we have to examine the relaxed interpretation by questioning how 

poets contribute to the work of lawgivers or founders.  

 

 

Legislation and Poetry 
 

Poetry and Mousik° 

The starting point of examining the relationship between poets and 

founders or lawgivers is to understand the category to which poetry belonged 

in the ancient time. As N-1 and N-2 clearly show, what poets compose is 

connected strongly to rhythm, melody, languages (lyrics), and harmonies. It is 

natural that the Stranger connects poetry with musical performances, because 

there is a much less strictly demarcated boundary between poetic words and 

music in Plato’s times than in ours. The Greek word mousik° (μουσική), which 

is used before and after N-1 to refer to musical performances including poetry 

as a whole, means “a seamless complex of instrumental music, poetic word, 

and co-ordinated physical movements.”
1
 Thus, if one reads N-1 and N-2 in the 

light of this historical background, it is understandable why the poets are 

persuaded to compose not only poetry but also musical elements such as 

rhythm. However, the historical context explains only the reason why the 

Stranger mentions musical elements in N-1 and N-2, but does not clarify why 

lawgivers have to care about mousik°. The key to understand this point is the 

reason why Plato sees mousik° as important in his political philosophy.  

 

The Importance of Mousik°  

Both of the main characters in the Politeia and in the Nomoi profess strong 

interest in mousik°. This is clear not only from the sheer length of the 

discussion over mousik°  (including tragedy) in both of these dialogues—the 

Politeia Books 2, 3, and 10 and the Nomoi Books 2, 7, and part of 8 are 

devoted to it—but also from the discussion on the Egyptian system in the 

Nomoi. In Egypt, according to the Stranger, young citizens must habitually 

practice fine gestures and fine melodies established by their ancestors, and they 

                                                 
1
Murray and Wilson 2004: 1. Mousik° is understood to be the “realm of the Muses,” who are, 

according to ancient Greek myth, daughters of the supreme god Zeus and the goddess of 

memory, Mnemosyne (ibid. 1-4). Therefore, the Stranger also calls education through mousik° 

“education of Muses” (656c). 
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are permitted neither to bring anything new nor to deviate from established 

definitions of fine quality (656d-7a). The Stranger describes this Egyptian 

system sustained for ten thousand years as “the excellent work in lawgiving 

and political art” (657a). In other words, the Stranger regards the establishment 

and preservation of rules concerning “mousik° altogether” as a part of 

legislation and political art. 

One of the main reasons for the necessity of poetry in the political art is 

the need for “character formation” in childhood, which is achieved by 

education or upbringing through mousik°. The citizens, who are appropriate to 

the ideal polis, cannot be produced without mousik° that teaches young people 

elementary virtue and vice, beauty and ugliness. 

 

[P-5] Upbringing (τροφή) in mousik° is most decisive, because more 

than anything else rhythm and harmony penetrate the innermost soul 

and take strongest hold upon it, bringing with them and imparting 

fine quality if one is rightly raised, and otherwise the contrary. 

(Politeia 401d, emphasis added) 

 

The important point here is the power of penetration which makes the 

education in mousik° decisive. The word “penetration” seems to imply that, if 

rhythm and harmony have already penetrated into children’s souls, it is 

extremely difficult to deprive adults of them because they pervade “the 

innermost soul,” which cannot change easily. This experience is quite 

common. We typically remember songs and music that we learned in our early 

years well into adulthood, often more vividly and accurately than songs we 

learn later in life. Penetration has both its strength and weakness. If one is 

“rightly” educated through virtuous mousik°, one’s character will be virtuous. 

But if one is educated through vicious mousik°, one’s character will become 

vicious. There is a strong correlation between education in mousik° and 

character formation. Hence, things concerning mousik° are, for Plato, 

unquestionably the work of lawgiving and political art. 

 

Why are Poets Required? 

Now it is clear that for Plato, the legislation and the political art include 

mousik°, the field to which poets dedicate themselves. However, the emphasis 

on the importance of mousik°, especially poetry, leads us to the very first 

question: Why are poets required? If lawgivers or founders preside over and 

define the content and musical elements of poetry, then they are seemingly able 

to make poetry by themselves as well. However, Plato explicitly excludes this 

possibility, as we have already seen in P-4 and N-2: lawgivers will persuade or 

compel poets to express gestures and melody. Lawgivers are concerned with 

poetry but never compose poetry by themselves. It may seem natural for us to 

think that lawgivers also engage in the composition of poetry, because they are 

the authorities who decide which poetry is acceptable in the polis. It might be 

also easier for lawgivers or governors to compose “right” poetry by themselves 
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than to censor it. Moreover, it is also possible to think that lawgivers need at 

most only scribes to write down exactly what they command. The question 

why Plato requires poets still remains unanswered. 

One possible answer to this question is that poets have something that 

lawgivers do not. The following view of the Stranger offers a clue: 

 

[N-3] We take advice of poets and musicians as well and we make 

use of their ability (αἱ δυνάμεις) of composition, but we do not 

entrust their flavors and wishes. (Nomoi 802b-c, emphasis added) 

 

The last sentence, that the “flavors and wishes” of poets should not be 

involved in fine poetry, has been stated repeatedly, as we have seen in P-2 and 

N-1. The first half of the above passage, however, contains something new. It 

suggests that poets possess a special ability of composition that other human 

beings, including lawgivers, lack. Although Plato presents lawgivers as people 

of extraordinary ability, they seem to lack the special gift that Plato assigns to 

poets. 

 

 

Divine Power of Poetry and Poets 
 

Charm of Poetry 

In order to examine poets’ special abilities and the reason why Plato 

assigns them to poets, let me begin with an inquiry into the peculiar power that 

poetry itself, or its generic concept mousik°, itself possesses. In the Nomoi, 

song (ᾠδής) composed by poets is called “incantation” or “charm” (659e).
1
 It 

can “enchant (ἐπᾴδειν)” citizens’ souls (664b). These words express a 

mysterious power that affects people’s minds but which cannot be explained 

logically. In the Politeia, Socrates tries to investigate the grounds of poetry’s 

attractiveness from the point of view of its influence on souls. He observes the 

state of the audience’s souls during their enjoyment of poetry. 

 

[P-6] The best men of us, I imagine, when we hear Homer or one of 

the tragedy writers imitating some hero in a state of grief, as he drags 

out a long speech of lamentation, or even breaks into song, or starts 

beating his breast. […] We enjoy it, as we surrender ourselves to it, 

and we follow, as we sympathize with them […]. (Politeia 605c-d) 

 

According to Socrates, it is hard for the audience, even for the best men, to 

avoid falling into the state of surrendering and sympathizing. When he writes, 

“we surrender ourselves and sympathize with the characters,” Plato depicts the 

audience as perceiving through their sensory organs the gestures, voices, 

atmosphere, and warmth of people—including composers, actors and other 

audience members—in theaters or houses. This influence of these phenomena 

on our perceptions is much more powerful than on reason (logos), because the 

                                                 
1
Socrates in the Politeia also mentions the “charm” of poetry (608a). 
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sensory organs are related to the most primitive perceptions.
1
 This mysterious 

and irresistible power—the “charm” of poetry—is the reason why Plato calls 

productions by poets “incantations.” 

The source of such “incantations” is poets’ ability in composition. Their 

special ability makes normal alphabet letters into words that can move people’s 

heart and make independent tones into beautiful harmony. Even if they have 

the same content, works composed by talented poets have more influence than 

works written by laypersons. Whether one can compose moving and influential 

poetry or not depends solely on the special ability that only poets possess.  

 

Poetsô Divine Power 

It is difficult to ascertain whether Plato himself also admits the special 

ability of poets. This is the case mainly because Plato’s characters’— the 

Stranger’s and Socrates’—attitudes toward this power are often ironical. One 

cannot, therefore, find his one firm view on it easily. What is certain from the 

articulations above is Plato’s focus on people’s view that poets have something 

special and share something divine with gods and goddesses. 

In one of his earlier dialogues, the Ion, Plato lets Socrates describe 

“inspiration (ἐνθουσιάζειν)” in a discussion on poets. Although the Ion is not 

an explicitly political dialogue, its description of the divine power of poets and 

rhapsodists is quite suggestive. The main question explored throughout the Ion, 

is why Ion, an apparently talented rhapsodist, is able to recite Homer’s works 

so well, even though he lacks Homer’s poetic art (τέχνη) and knowledge 

(ἐπιστήμη). Socrates addresses this problem first through an examination of 

poets, not rhapsodists. He pays attention to “divine power” or “divine gift” that 

only poets and people who have a connection with them possess. “All the good 

epic poets [and the good lyric poets as well] utter all those fine poetry not from 

art but as inspired (ἔνθεος εἶναι) and possessed” (533e). Here Socrates uses 

words concerning gods and divinity repeatedly. In his view, it is divine power 

that enables such people to compose beautiful and fine poetry. 

According to Socrates, this divine power comes from the Muses, the 

goddesses of mousik°. The Muses inspire poets because they (the Muses) need 

poets to interpret (ἑρμηνεύειν) divine messages (534e). Poets, thus, are 

“interpreters” or “messengers” (ἑρμηνεύς: herm°neus).
2
 The word herm°neus 

originates from the messenger of Zeus, Hermes, who delivers Zeus’s words to 

human beings. The role of herm°neus is to illuminate enigmatic words and 

substitute understandable words for them. The description above emphasizes 

that the original sorce of poetical words are the gods and goddesses 

                                                 
1
See the Nomoi 653e. 

2
Murray translates herm°neus here as “mouthpiece,” because at 534e-5b it “convey[s] the idea 

of passive transmission” (Murray 1996: 121). Surely poets depicted here are receivers of divine 

words rather than makers of words.  Plato tries to keep the place for poets through submitting 

the reinterpretation that poets do not have knowledge but have a connection with gods or 

divine things.   
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themselves. These divine words are, however, hard for ordinary people to 

understand, therefore people are in need of interpreters, namely poets.  

Again, one cannot easily conclude that this explanation by Socrates is 

Plato’s declaration of his affirmation of poetic ability. For one can also imagine 

that this description expresses a critical view of poets because they have no 

particular art and knowledge. The important point for the present is, however, 

that the image of poets as herm°neus, messengers of gods is an apparently 

widespread view of poets in Plato’s time, even though Plato’s true intention in 

those arguments is unclear. People in the polis and/or the audience of poetical 

works commonly acknowledge the existence of such divine power and readily 

see poets and rhapsodists as special and talented human beings. 

 

The Sacred in Legislation 

One might object to my interpretation concerning poets in the previous 

section because it is based on the Ion, which is assumed to be written much 

earlier than the Politiea and the Nomoi. Nonetheless the description of poets 

with respect to their divine power can help us understand the role of poets in 

Plato’s political philosophy. 

Now the question finally arises, how poets, who are inspired to compose 

beautiful moving poetry, are able to compose works that are not only beautiful 

but also useful in legislation and governance. There are two possible 

explanations for how poets compose poetry that is appropriate to the education 

or upbringing of young citizens. 

The first explanation is that the lawgivers or founders instruct poets to 

write, then the poets compose poetry in accordance with the content the 

lawgivers design. This explanation is deduced from Book 7 of the Nomoi. 

According to the Stranger, there is a model for fine poetry.  

 

[N-4] In looking back now at the discussions which we have been 

pursuing from dawn up to this present hour, and that, as I fancy, not 

without some inspiration of gods (τις ἐπίπνοια θεῶν), it appeared to 

me that they were framed exactly like poetry. (Nomoi 811c, 

emphasis added) 

 

N-4 shows that the so-called founders—the Stranger and his 

interlocutors—are also inspired poets. Therefore precisely the dialogue 

presented so far provides the model, not only because the various interlocutors 

have discussed the important theme deliberately, with well-constructed and 

logical argumentation, but also because they are “inspired.” However, if one 

remembers the two interpretations of the comparison between Homer and 

lawgivers in the second section, one notices that there is a contradiction. As I 

have shown, the lawgivers or founders are not poets. Therefore, apparently, the 

case in N-4 should be understood as an exception, which applies only to Plato. 

In other words, except for Plato, neither can lawgivers be poets nor can poets 

be lawgivers. 
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Thus, the following second explanation seems more plausible: the 

lawgivers do not instruct the poets the right content; rather, poets can compose 

poetry freely. In other words, after poets compose, the lawgivers censor its 

content. If it entails desecration of gods or something similar, the poetry is 

unacceptable. For example, the words “censor” and “supervise” shown in P-2 

indicate that the composition of poetry precedes its censor. There are, of 

course, some general criteria for composition—such as that the poetry has to be 

always praise gods—, but the composition of the concrete content are left to 

the poets. Just as passages of the Iliad are accepted as good material for 

education in Books 2 and 3 of the Politeia, sometimes poets can also create 

moral codes, if the lawgiver approves.
 1

 

Finally, the most important reason why Plato requires poets in his ideal 

polis is for divine inspiration, which only poets can receive. Divine inspiration 

is a guarantee of the sacred in their work; it is not the work of human beings 

but the work of gods. Because citizens regard poets as the messengers of gods, 

they also respect poetry and they hear it intently. Poets who are able to create 

beautiful moving poetry are therefore necessary in order to assure access to the 

sacred. However, Plato utilizes an existing belief that poets receive divine 

inspiration among the people and does not necessarily believe it himself. 

 

 

Concluding Remarks 
 

In this paper I have tried to answer the question “where are poets in Plato’s 

political philosophy?” My answer is that poets are in a special position of 

authority within the polis regarding the sacred. 

Plato’s attempt in his political philosophy—at least in the discussions in 

the Politeia and the Nomoi—is to find the ideal political system that is stable as 

well as well-governed. In Plato’s view, the genuine stability of the well-

governed polis is not acquired without paying attention to “the innermost 

souls” of its citizens. The ideas of the rule by philosopher-kings in the Politeia 

and the rule of laws in the Nomoi are the means to achieve the stability of the 

well-governed polis. Both philosopher-kings and laws are expressions of 

reason that every human possesses, and aim to help people follow their own 

powers of reason. However, reason itself or the appeal to reason is too weak to 

motivate most people, whose reason is overwhelmed by pleasure, to follow the 

orders of philosopher-kings or laws. This is why Plato requires poets. The 

reason for the necessity of poets in Plato’s political philosophy is that poets 

supply the missing piece for achieving the sustainable well-governed polis, i.e., 

the motivational ground for the people to follow their reason and to abide by 

                                                 
1
Asmis takes an opposing view on the relation between divine power and poetry. “Plato 

indicates that divine possession is a bad reason to regard anyone—even the best and most 

divine of poets, Homer—as an authority” (Asmis 1996: 344). However, if one should interpret 

that Plato sees divine possession as bad, the Stranger’s comments about gods and divine 

inspiration (cf. 624a, 811c) would become awkward.  
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the laws of the polis. If people regard poets and their productions as sacred 

because of their belief in poets’ special divine ability, people are naturally 

motivated to listen to the right kind of poetry. In this way, poets help lawgivers 

and governors govern people. If lawgivers give the people the right laws and 

govern them justly, “the end of evils of both polis and human race”
1
 will be 

finally realized. 
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C H A P T E R   TEN 

 

Infinity in Mathematics 

 
Donald V. Poochigian 

 

 

Introduction 

 

Mathematics is a language of precision; this precision is achieved by an 

infinite vocabulary, capable of naming every location along a number line: “a 

continuous function ... whose graph is a continuous curve with no breaks or 

jumps in it” (George and Velleman 70-71, 80). If we assume that infinity is 

incomprehensible and incoherent, it follows that mathematics itself is 

incomprehensible and incoherent: this is the problem of infinity. Modern 

mathematics seeks to resolve the problem of infinity by conducting 

mathematics within limited sets. This approach does not, however, succeed. 

The constitution of a set is determined within a meta-set, whose constitution is, 

in turn, determined within a meta-meta-set, and so on . Consequently, infinity 

is reintroduced. 

Intuitionism attempts to avoid the infinite regress by identifying set limits 

spontaneously.  Supporting this approach is the assumption that “we can very 

freely call to mind ... propositional ... content” (Audi 91). This too fails because 

it is always possible to identify the axioms upon which “spontaneous” identity 

rests; thus, intuitionism appears to be more a subterfuge than a resolution of the 

problem of  infinity. By substituting nominal axiomatic constitution for logical 

axiomatic derivation, mathematical intuitionism effectively supplants the 

substantive “is” with a normative “ought.” This has the effect of making the 

necessity of  mathematical proofs a matter of the choice of the axioms, and, 

hence, discretionary, not absolute, in any useful sense. 

But, one might ask whether the problem of infinity is a genuine problem:  

it seems that infinity presents a quandary, however, only insofar as it is 

understood as a discrete collection. If this is so, then the resolution of the 

problem of infinity is found in  understanding it as a dense set, rather than a 

discrete collection. A dense set is understood as follows: 

 

An ordered set is said to be dense, if it contains at least two elements 

and no neighboring elements. A dense set is always infinite, because 

every finite set containing at last two elements has also neighboring 

elements (Kamke 70). 

 

Operant is, 
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A fuzzy set [which] can be defined mathematically by assigning to 

each possible individual in the universe of the discourse a value 

representing its grade of membership in the fuzzy set. This grade 

corresponds to the degree to which that individual is similar or 

compatible with the concept represented by the fuzzy set (Klir & 

Yuan 4). 

 

Carried to its limit, “the space which consists in relations between 

perspectives can be rendered continuous, and (if we choose) three-

dimensional” (Russell 73). Being “rendered continuous”, “perspectives” are 

fused into a whole within which they are indistinguishable.  In this sense the 

set of “each possible individual in the universe of the discourse” is rendered 

dense. This shift being made, mathematics is shown to be both comprehensible 

and coherent. 

 

 

Number 

 

Among the distinguishing characteristics of mathematics is its vocabulary, 

which is composed of number.  It is this vocabulary which makes mathematics 

the language of precision. The precision is furnished by the limitless 

vocabulary of number, which provides a unique name for every constituent of 

any sequential expansion or reduction.  Number is a measure along a “number 

line” composing, “a continuous function ... whose graph is a continuous curve 

with no breaks or jumps in it” (George & Velleman 70-71, 80). 

Understanding number in this manner explains mathematical formulas.  

Insofar as the formula 1+1=2 represents the integration of parts 1, 1, into a 

whole, then 1+1=1, not 2.  1+1=2 only insofar as 1 represents a range along a 

number line. Doing so, then 1+1 represents the doubling of the range of 1 along 

the number line, this equaling 2. Insofar as it is a line, however, a number line 

is geometric, whereas 1, 1, are numeric. Thus, the formula 1+1=2 converts 

arithmetic, 1+1, into geometry, 2. 

Similarly, the formula 2-1=1 converts arithmetic, 2-1, into geometry, 1.  2 

identifies the doubling of the range of 1 along a number line. Subtracting 1 

from this range, reduces the range of 2 to the range of 1. Left indeterminate is 

which of the two ones to which it is reduced. Alternately, insofar as the formula 

2-1=1 represents the disintegrated of whole 2, into parts {1, 1} then 

arithmetically 2-1=2 (two parts), not 1. There is as much reason for 2-1 

equaling 1 or 2, whichever it equals defines different mathematics. 

Thus, the naming function of the mathematical vocabulary is possible 

insofar as number identifies ranges along a number line. Considering the 

number line in this way allows us to integrate  arithmetic and geometry; at the 

same time, they can be distinguished in terms of  the manner in which these 

ranges are considered. Geometry is determined by dense sets which do not 
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determine arithmetic; at the same time, the discrete collections which 

determine arithmetic are also available to geometry 

What separates geometry from arithmetic is sequence, understood as line 

or succession. A line is distinguished from a succession by the logical 

operation by which every element combining the distinguishing characteristics 

of limiting elements a and b, arranged from most like a to most like b, is 

related to its immediately contiguous element or elements. Since each element 

of the transit from a to b being similar to, but not identical to, its immediately 

contiguous element or elements, it follows that the contiguous elements are 

disjunctive. 

Considered inclusively, this process results in the production of,  a 

geometric line, a continuum from one limiting element to another limiting 

element, which fuses the limiting elements into a whole. Carried to infinity, 

contiguous elements of a line are integrated by one (“1”), there being no 

elements separating them. This process constitutes the logical operation of 

implication, which determines the included middle of analogy. 

Considered exclusively, this process results in the production of arithmetic 

sequence, a discontinuum from one limiting element to another limiting 

element, which diffuses limiting elements into parts. Carried to infinity, 

contiguous elements of a sequence are separated by zero (“0”), there being no 

elements between them. This process constitutes the logical operation of 

conjunction, which determines the excluded middle of difference. 

In contrast to the vocabulary of natural language, the language of 

mathematics offers a distinct name for each element in any sequence. As a 

result, although a sequence can be represented in a natural language, it is 

awkward to do so. For example, in English, the initial element in a sequence is 

designated by “this,” while the next element is designated by “that,” and each 

of the subsequent “next” elements by a repeated use of “that”. In practice, this 

convention may seem to work “well enough”, but it is worth looking at how 

mathematics handles sequences. 

To avoid this paucity of vocabulary, mathematics is designed to represent 

sequence, thus, preserving the calculus, in a way that allows for extension or 

contraction of a sequence. Constitutive of a sequence is ordinality, composing 

at least an initial and subsequent element, and at most a next subsequent 

element, etc. Mathematically, the initial element is “first,” the subsequent 

element is “second,” the next subsequent element is “third,” and so on.  

Derivative of a sequence is cardinality, composing everything like an element 

of the ordinal sequence. Specifically, everything like the first element in the 

sequence is “one,” and everything like the second element is “two,” etc. 

Ordinality is implicative, with every subsequent determined by an 

inconstant precedent. “Third” is dependent on “first and second,” and “fourth” 

is dependent on “first and second and third,” etc.  Cardinality is recursive, with 

every subsequent determined by a constant precedent. Everything like “first” in 

a sequence is “one,” everything like “first and second” in a sequence is “two,” 

etc. Cardinality supposes ordinality. 
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A concern with sequence per se determines the mathematical vocabulary.  

To be located within a sequence constitutes number, sequential location is a 

specific number, whether ordinal or cardinal. Counting verifies numeric 

identity, i.e., to be known to be a specific number. Same number consists in 

being in the same sequential location. This is identified by recursion, allowing 

a recursive archetype to represent all instances of the same number. Thus, 

counting is an epistemological identification of a particular number, not an 

ontological identification. 

If number is location within a sequence, ordinal number is location within 

an iterative implicative sequence and cardinal number is location within a 

recursive conjunctive sequence. Elements within an iterative sequence cannot 

be transposed without altering what is understood as the sequence; by contrast, 

elements within a recursive sequence can be transposed without altering what 

is understood as the sequence. 

Number considered as cardinal can be an archetype of the set of all sets of 

the number. The set of all recursive archetypes of a number is the set of all sets 

of a number. This follows because any instance of a number can act as a 

recursive archetype of all other instances of the number. 

One may distinguish a constituent of a sequence preceded by 

undistinguished elements is by knowing that the distinguished element has 

number within the sequence, this does not entail that one knows what the 

number is. To know what the number is, whether ordinally or cardinally, 

requires counting the sequence elements from the beginning of the sequence to 

the initially distinguished sequence element, which is identified independently 

of the counting. Counting is an epistemological device for knowing number, 

counting is not the ontological determinate of the number itself. 

How is the number 1 known when there is no number 2 (or 3 or 4...)?  Can 

there be an ordinal number if there is only that number, i.e., a first but no 

second? And if the cardinal number 1 is indistinguishable from “An urelement 

[which] contains no elements, belongs to some set, and is not identical with the 

empty set,” then does identity as the cardinal number 1 require identity as the 

ordinal number 1 (Weisstein 3 July 2013, http://mathworld.wolfram.com/Ure 

lement.html)?
1
 This gives rise to a puzzle. 

Certainly a number alone can be represented by a traditional numeric 

symbol, but there is no necessity that this symbol represents the number.  

Whether or not it does is a matter of interpretation. After all, the symbol could 

be merely an uninterpreted mark. That the mark symbolizes a number depends 

on understanding the symbol as representing an otherwise uninterpreted 

location within a sequence of similar otherwise uninterpreted locations. From 

this, it follows that there is no non-integral number, which has a fixed value. 

Now, to confound the wondrous vocabulary of mathematics, a snake 

slithers into Paradise. Although Archimedes says, “Give me a place to stand, 

and I can move the earth,” given that a body placed between two other bodies 

is itself divisible, Jonathan Edwards concludes that, “the parts can be broken 

                                                 
1
See also (Moore 3) and (Rubin 23). 
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still finer and finer, they can be broken so fast as not to retard the motion of the 

[two other bodies] at all” (Flower and Murphey 143). From this it follows that 

mathematically there is neither a place for Archimedes to stand, nor an earth 

for Archimedes to move.  Indeed, there is no Archimedes. A solid grounding is 

possible only assuming the nominal status of mathematical infinity and 

finitude. 

 

 

Exclusive Infinity 

 

Such grounding goes unrecognized because of an historical inheritance 

from the disjoint human universe of Fifteenth and Sixteenth Century 

dialecticians Rodolphus Agricola and Peter Ramus. Taking their lead from St. 

Augustine, they assumed that God understands infinity as a continuous line, 

whereas humanity understands infinity as a discontinuous sequence. The 

Augustinian monk Martin Luther, and subsequently the presumptive Lutheran 

minister Immanuel Kant, retained this distinction which came to dominate 

Nineteenth Century thought and which has survived to this day.  

It is the very discontinuity inherent in the mathematical vocabulary that 

leads Kant to conclude that infinity is incomprehensible because it is 

incoherent. Assuming that all of experience is infinitely reducible, it follows 

that the number of points between any two points, a and b, are infinite. Thus, if 

there is an uninterrupted continuance from a to b requires an infinite 

calculation. This immediately falls into difficulty when considering that 

“Gödel’s theorem shows that it is impossible to reduce all of infinitistic 

mathematics to finitistic mathematics” (Simpson 353). Given this, it follows 

that, “On that score, they [mathematicians] agree to ‘counterfeit’ the universe 

by number, by the infinite and accept an otherwise ‘false’ judgment” (Singh 

105). Jordan Ellenberg makes clear why this is an act of counterfeit when 

writing, “no system of logical axioms can pin down exactly what numbers are” 

(Ellenberg http://www.slate.com/articles/life/do_the_math/2005/03/does_gdel_ 

matter.html). Is this step of dishonesty and subterfuge necessary, however? 

It seems that the very foundation of modern mathematics forces 

mathematics into this conundrum. Specifically, modern mathematics arises 

from attempts to resolve Kant’s first antinomy: The world has a beginning in 

time and is limited as regards space. This requires that for any coherent 

infinity, there is an incoherent infinity not constituent of it. Therefore, infinity 

is incoherent. To be coherent is to be conceivable. Therefore, infinity is 

inconceivable. 

If infinity is incoherent, it follows it cannot be known there is an infinity 

which is beyond any finitude (Kant 386, passim). Knowing this is to 

comprehend all finitudes as a coherent whole, combining them. Kant’s 

argument, however, supposes infinity as a limitless discontinuum, a sequence 

of finitudes. No matter how far the count, then, there is always an infinite 

number beyond. 
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However, any argument which purports to support the claim that infinity is 

incoherent and incomprehensible because beyond any limit there is an infinity 

of limits is itself self-contradictory. Knowing there is an infinity of limits 

beyond any limit is knowing an infinite count, which contradicts the claim that 

an infinite count is unknowable. More generally, to know an infinite count is 

unknowable because knowing there is an infinite count beyond any finite count 

is to know an infinite count, which is a contradiction when assuming an infinite 

count is unknowable.   

Neither is an infinitely divisible infinity any more necessary to the 

coherence of mathematics than a finitely divisible infinity, because both are 

nominal. Axiom theory incorporates this, where an axiom system is a finite 

segmentation of infinity, encompassing everything beyond the finite axiom 

elements into a single dense set. This is what it is to “hold all other things 

equal.” Such is acknowledged in algebra as an unknown number. It is this 

which L. E. J. Brouwer recognizes in mathematical intuitionism. 

Like Euclid and Zeno, Kant understood infinity as a real state of being. If 

looked at in another way, it is (also?) a conceptual set of states of being. Thus, 

in order to understand infinity, what must be assumed is an autonomy which is 

external to it and can be used to define it. Such an independent autonomy is 

necessary to explain how we can know an infinity which is beyond an infinity.  

Relevantly to this, “No way is evident to apply the conventional formulation of 

quantum mechanics [or of mathematics] to a system that is not subject to 

external observation” (Everett 455). 

This is so because, “no system of logical axioms can specify exactly what 

numbers are” (Ellenberg). “At any stage in mathematics, one’s definition of 

‘logically rigorous’ tends to boil down to ‘it convinces me’” (Stewart 9)! As so, 

then “No way is evident to apply the conventional formulation of quantum 

mechanics [or of mathematics] to a system that is not subject to external 

observation” (Everett 455). 

What this amounts to is manifest in “psycho-physical parallelism” (von 

Neumann 419).   

 

Classes and concepts may, however, also be conceived as real 

objects, namely classes as ‘pluralities of things’ or as structures 

consisting of a plurality of things and concepts as the properties and 

relations of things existing independently of our definitions and 

constructions. 

It seems to me that the assumption of such objects is quite as 

legitimate as the assumption of physical bodies and there is quite as 

much reason to believe in their existence (Gödel Russell, 137). 

 

These “Classes and concepts” are mathematically extended to the physical 

by assigning, 
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a unique number to each elementary sign, to each formula (or 

sequence of signs), and each proof (or finite sequence of formulas).  

This number, which serves as a distinctive tag or label, is called the 

“Gödel number” or the sign, formula, or proof (Nagel & Newman 

69). 

 

The identity of “Classes and concepts” rests upon two different 

conceptions of infinity. The functional operators they employ to generate 

infinity distinguish these conceptions. Since functional operators are 

conceptual, it follows that infinity itself is not objectively independent of 

identity: it is subjectively dependent on the operators which identify it. 

Consequently, to understand infinity, we must first understand the criterion 

used to generate the infinity. 

The identity of the infinite linear sequence X {X} {{X}}... is certain 

because it is recursive.  As such, every constituent of the linear sequence is like 

the constant archetype x.  As such, every constituent of the linear sequence can 

be known, despite the fact that the entire sequence is incalculable. Any element 

that is not constituent of the identified sequence can be known to be a member 

directly, without the necessity of identifying every member of the sequence. 

By contrast, the identity of the infinite linear sequence X, X1, X(1+1), X(2+1), 

... , X(n+1), ... , is uncertain because it is iterative. As such, every constituent of 

the linear sequence is like the inconstant immediately preceding archetype X, 

X1, X(1+1), ... .  As such, every constituent of the linear sequence is unknowable, 

because the entire sequence is incalculable. Any element not constituent of the 

identified sequence, cannot be known to be a member directly, one know the 

identity of the entire sequence.  In order to determine whether an element is or 

is not a member of the sequence.   

Mathematical induction is relevant to the case of iteration . The problem 

arises in connection with the  identity of the repetitively added “1”. Following 

the reasoning in the previous two paragraphs, if, it is recursively identified, 

then the iterative series is needless. If it is not recursively identified, then the 

iterative series is unknowable. It is unknowable insofar as its criterion of 

identity being inconstant, the criterion of identity of the repetitively added “1” 

is unknown. 

From this it follows that if infinity is understood in terms of recursion, then 

the infinity of classical mathematics is identifiable. By contrast, if it is 

understood iteratively, then the  infinity of mathematical intuitionism is 

unidentifiable. Any constituent of a recursive cardinal sequence can be 

identified directly since its constituency is not mediated by some previously 

identified constituent(s). Any constituent of an iterative ordinal sequence 

cannot be so identified because it is mediated by some previously identified 

constituent(s). 

Thus, classical mathematics and mathematical intuitionism are consistent 

because they are not theories of the whole of mathematics. Rather, they are 

theories of two different mathematics, which are distinguished by the character 

of sequential identity. Classical mathematics concerns the mathematics of 
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recursive sets. Intuitionist mathematics concerns the mathematics of iterative 

sets.  Iteratively encompassing both, mathematics as a whole need not resolve 

inconsistencies of classical and intuitionist mathematics. 

 

 

Inclusive Infinity 

 

Infinity can be segmented in an indefinite number of ways, with each of 

these ways being a state of being of the conceptual whole. Consider the 

following. 

Axiom IV of Power-Set. For any set s, there exists the set whose elements 

are all subsets of s. 

This set is called the power-set of s and is denoted by II (s) (Fränkel 10). 

Composed are the different levels of scale (“powers”) of the mathematical 

power set. 

A “power” is any state of a whole, whether at or intermediate of either the 

entirely fused or entirely diffused limits of the whole.  Relevantly, no power in 

this scale is more basic than another. With particulars inductively submerging 

into, and deductively emerging out of a whole, mathematics is not universally 

supervenient. 

Kant’s segmentation into geometric points in the second antinomy, which 

states that every composite substance in the world is made up of simple parts, 

and nothing anywhere exists save the simple or what is composed of the 

simple, is merely one of many possible segmentations. Segmentation is 

possible only when there are separate unbroken continua. Constituted are 

autonomous indivisible lines, avoiding the limitless reductivism of Kant’s 

second antinomy. 

Operant is the disjunctive limit ab of contiguous geometric points A and B.  

Constituent of A and B, the identity of the limit is disjunctively ambiguous.  

Resolution is by exclusive or inclusive disjunctive distribution. Inclusive 

disjunction is distribution to both A or B.  Exclusive disjunction is distribution 

to either A and B, but not both. Expressed geometrically, distributing ab 

inclusively integrates A and B into the continuous line AB. Expressed 

geometrically, distributing ab exclusively separates A and B into the 

discontinuous points A and B. 

Each segment of infinity understood inclusively has the numerical value of 

one (“1”).  On this understanding, there need not be an infinity beyond any 

state of an infinity.  Beyond any state of infinity is an inclusively conjoined 

finitude.  In this circumstance, infinity is necessarily coherent and, thus, is 

necessarily comprehensible; this entails that it is necessarily “capable of being 

comprehended : INTELLIGIBLE” (Mish, et al, “comprehensible,” 237). 

As indicated earlier in this paper, infinity is collapsed into a dense set, or a 

finitude of dense sets. Relevantly, 
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An ordered set is said to be dense, if it contains at least two elements 

and no neighboring elements. A dense set is always infinite, because 

every finite set containing at least two elements has also neighboring 

elements (Kamke 70). 

 

Continuing, “The rational fractions are so dense that between any two of 

them, no matter how close, there always will be another” (Boyer 566). 

Inclusively identifying what is not constituent of an axiom system as 

continuous with, rather than discontinuous with, the axiom system, and thus 

avoids the problem of incoherence and incomprehensibility of infinite sets 

between which is always nothing. This understanding replaces these sets with 

infinite sets between which is always something. Thus, we replace  an infinite 

many with an infinite one, which is both coherent and comprehensible. In 

physics, quantum and relativity theory introduce such an alternative for the 

universe.  

This set of all non-constituents of an axiom system is then unambiguously 

divorced from the axiom system. Relevant are the limits of the axiom system, 

which are concurrently constituent of the class of all constituents of the axiom 

system, and the class of all non-constituents of the axiom system. Resolution of 

ambiguity is achieved by exclusively disjoining all ambiguous limits of the 

class of all constituents of the axiom system, and the class of all non-

constituents of the axiom system. This generates an unambiguous limit of zero 

(“0”) between the two classes, which entails that the distribution of ambiguous 

limits is arbitrary.   

Given that it is arbitrary, while distribution is logically possible, it is 

practically impossible. This is so when the charge of concealed contradiction is 

logical--not practical--contradiction. Subsequent contravening precedent 

constitutes qualification of precedent, rendering precedent and subsequent 

consistent. 

This allows mathematicians to avoid the charge of counterfeiting infinity.  

The charge of counterfeiting arises because, “no system of logical axioms can 

pin down exactly what numbers are.... Whatever definition you propose … 

there are still lots of [non-examples] that fall within its scope” (Ellenberg 

http://www.slate.com/articles/life/do_the_math/2005/03/does_gdel_matter.htm

l). For a proposed definition, each of these non-examples constitutes a 

“concealed contradiction” (Nagel and Newman 22-23). 

However,  “concealed contradictions” may now be eliminated from an 

infinite series by incorporating conditional qualifiers, which arbitrary 

distribution allows being done. This begins by imagining an infinite 

transitional sequence of disjunctives between any two “‘tables, chairs, beer 

mugs’” (Boyer 610). These are arranged in linear progression increasingly 

more like one of the two limiting “‘tables, chairs, beer mugs’” successively 

approached in either direction in linear progression. The end result is to 

exclude every element save one, which is the element “most like” an 

approached limit at any location in the sequence. This produces a topological 
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Hausdorff space (Boyer 1991, 566), which eliminates contradiction within an 

infinite regress. 

With this caveat, the generation of a limitless process functions according 

to the, “Principle of Mathematical Induction, The truth of an infinite sequence 

of propositions Pi for i=1 ... [infinity] is established if (1) P1 is true, and (2) Pk 

implies P(k+1) for all k” (Weisstein 2013, http://mathworld.wolfram.com/ 

PrincipleofMathematicalInduction.html). Ever greater and ever finer, an 

infinity is always constituted.  Incomprehensible thus, it is becoming 

(inconclusively generated), not being (conclusively generated). As such, it 

concurrently exhibits the character of both the non-repeating infinite decimal of 

an irrational number, such as pi, and the unidentifiable constituency of an 

unknown number, such as X. 

Any number to the left of a decimal is generated inductively, from part to 

whole; any number to the right of a decimal is generated deductively, from 

whole to part. A rational entity is a whole constituted of parts, while an 

irrational entity is a whole constituted of no parts. Thus, being inductively 

generated, a limitless number to the left of a decimal is rational because it is a 

whole composed of parts. By contrast, being deductively generated, a limitless 

number to the right of a decimal is irrational because it is a whole composed of 

no parts.  Every part composed of parts, there are no ultimate parts composing 

the whole. 

An algebraic unknown number is formally indistinguishable from an 

irrational number, except progressing to the left rather than regressing to the 

right of a decimal. Although substantively rational, an unknown number is 

indeterminate like an irrational number. Endless in extent, generated is an 

unascertainable decimal. Because an arbitrary employment of exclusive 

disjunction endlessly, an unknown number need not be generated to know it 

exists. 

 

 

Conclusion 

 

To evade insignificance of the mathematical calculus, the “continuous 

function” of the number line must be rendered a discontinuous sequence. This 

occurs by exclusive distribution of constituents along some range of the 

continuum, introducing an intervening absolute emptiness of zero, cleaving the 

infinity into two. Repeating this cleavage in equivalent ranges along the 

“continuous function” of a “number line,” generates an increasing sequencing 

of the whole into abutting, but not adjoining, segments. Provision is now made 

for the traditional mathematical calculus. 
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C H A P T E R   ELEVEN 

 

Socrates, the Greatest Sophist? 

 
Luiz Paulo Rouanet 

 

 

Nietzsche once said: ñAristophanes was right: Socrates was a 

Sophistò. Indeed, when we examine the Sophist, we note a 

suggestion that the most elevated sophists bear many similarities to 

the character of Socrates as depicted by Plato. Thus, at the end of 

the dialogue, at 268 c-d, the Stranger and Theaetetus seem to agree 

that: ñHe, then, who traces the pedigree of his art as follows ï who, 

belonging to the conscious or dissembling (Ůᾑɟɜɤɜɘəɞ₁) section of 

the art of causing self-contradiction, is an imitator of appearance, 

and is separated from the class of the phantastic which is a branch 

of image-making into that further division of creation, the juggling of 

words, a creation human, and not divine ï anyone who affirms the 

real Sophist to be of this blood and lineage will say the very truth.ò 

In this paper, I will attempt to demonstrate that Socrates was a 

character situated between the Sophist and the philosopher, but a 

new kind of philosopher, of which he is the paradigm: the ironical, 

self-suspicious searcher of truth. 

Keywords: Plato, Sophist, Irony, Truth. 

 

 

Introduction 
 

In this paper, I shall deal mainly with the Sophist. I am concerned with the 

characterization of Socrates as a “real sophist”. Curiously enough, Socrates 

appears only in the beginning of this dialogue, while he gradually disappears 

after a certain juncture and is virtually absent in subsequent dialogues. This 

fact in turn leads to a psychological hypothesis: in the Sophist Plato commits a 

double murder: of Parmenides, the “father” of ancient philosophy, and of 

Socrates, his (Plato’s) own “spiritual father”. 

Nietzsche, following Aristophanes, held that Socrates was actually a 

sophist: 
  

Es wird Aristophanes Recht gegeben: Socrates gehºrte zu den 

Sophisten . Aeschylus thut das Rechte, ohne es zu wissen: Sophokles 

glaubt also das Rechte wissend zu thun. Euripides meint, Sophokles 

habe unbewußt das Unrichtige gethan: er wissend das Richtige.
1
 

                                                 
1
Friedrich Nietzsche, NF-1869,1[44] — Nachgelassene Fragmente Herbst 1869. Nietzsche 

source: http://www.nietzschesource.org/#eKGWB. Read in March 31, 2014; italics are mine. 

http://www.nietzschesource.org/
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In the following pages, I shall first offer a brief account of the dialogue 

Sophist adapted to the arguments of this paper. Second, I shall discuss Plato’s 

“double murder” of Parmenides and Socrates, his two “fathers”. 

 

 

Platoôs Sophist 
 

In the very beginning of the Sophist, Theodorus, the “host” of the 

discussion, introduces a stranger from Elea, who belongs to the circle of 

Parmenides and Zeno and is a “true philosopher” (μάλα ανδρα φιλόσοφον):  

 

THEODORUS: Here we are, Socrates, true to our agreement of 

yesterday; and we bring with us a stranger from Elea, who is a 

disciple of Parmenides and Zeno, and a true philosopher.
1
 

 

The question is: Is the stranger another great philosopher, in which case he 

is being compared with Parmenides and Zeno, or is he a “true philosopher”, in 

which case he is being compared with Socrates, who would not be a true 

philosopher? Socrates’ reply is indeed ironic, suggesting that he has been hurt 

by Theodorus’ remark: 

 

SOCRATES: Is he not rather a god, Theodorus, who comes to us in 

the disguise of a stranger? (…) And may not your companion be one 

of those higher powers, a cross-examining deity, who has come to 

spy our weakness in argument, and to cross-examine us? (217 b). 

 

This beginning may furnish the clue for the ensuing examination of the 

sophists. I shall return to this question in the second part of this paper. 

Regarding the nature of Socrates’s irony, it is worth quoting Louis-André 

Dorion: “Socratic irony consists in a double dissimulation: not only does he 

feign ignorance, he also pretends to recognize the knowledge that his partner 

claims to have.”
2
 In this case, however, the stranger does indeed exhibit 

knowledge, as we note in the dialogue. 

                                                                                                                                 
The text reads: “Aristophanes is right: Socrates was a Sophist. Eschylus is right without 

knowing: Sophocles believes, therefore, to be right consciously, Euripides thinks that 

Sophocles was wrong unconsciously: he consciously was right.”. I am grateful to Marcelo 

Rouanet for the translation from German. 
1
Soph. 216 a. The Complete Works of Plato. Transl. by Benjamin Jowett. Delphi Classics, 2012; 

Πλάτων, ΣΟΦΙΣΤΗΣ. Thessaloniki, Greece: Εκδόσεις Ζήτρoς, 2008. 
2
Louis-André Dorion, “A figura paradoxal de Sócrates nos diálogos de Platão”. In Francesco 

Fronterrota and Luc BRISSON (org.). Plat«o: Leituras. São Paulo: Loyola, 2011, p. 32. My 

translations, except when indicated otherwise. On Socrates’s irony see also Alexander 

NEHAMAS, “Socratic irony – Character and interlocutors”, in A. Nehamas, The Art of Living: 

Socratic Reflections from Plato to Foucault, Berkeley, Los Angeles and London: University of 

California Press, 1998; Alexander Nehamas, “Voices of Silence: On Gregory Vlastos’s 

Socrates”,  in his  Virtues of Authenticity, Princeton: Princeton University Press,  1999,  pp. 83-

107; Gregory Vlastos, Socrates: Ironist and Moral Philosopher. Cambridge: Cambridge 
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The second observation is that the method of interrogation made famous 

by Socrates in Plato’s dialogues may have been employed by others before 

him. And it is Socrates himself – always as portrayed by Plato – who points to 

Parmenides as his predecessor in the use of this method: 

 

SOCRATES: (…) I shall only beg you to say whether you like and 

are accustomed to make a long oration on a subject which you want 

to explain to another, or to proceed by the method of question and 

answer. I remember hearing a very noble discussion in which 

Parmenides employed the latter of the two methods, when I was a 

young man, and he was far advanced in years.
1
 

 

Although an encounter between Parmenides and Socrates cannot be ruled 

out, Socrates would have been very young when, and if, this happened: 

according to the established date, Parmenides died in 460 B.C., while Socrates 

presumably was born in 470/469 B.C. This would make Socrates 

approximately ten years old, but in the Parmenides Socrates is surely older.2 

We cannot therefore be certain about the presumed meeting between Socrates 

and Parmenides. 

The Elean Stranger adopts the second method, namely interrogation, and, 

after choosing Theaetetus as his partner in conversation, he starts by defining 

the specific method which will be employed in the conversation. This will 

consist in scrutinizing the question by dividing genera into smaller parts. He 

exemplifies this method by “cross-examining” the various kinds of fishing and 

fishermen. This is meant only to show how to proceed later in the examination 

of the kinds of sophists. The real investigation starts in 222e and following. 

The first definition of “sophist” is “a hunter of rich young men”. This is the 

conclusion of the arguments concerning the first kind of sophist: 

 

STRANGER: Then now, Theaetetus, his art may be traced as a 

branch of the appropriative, acquisitive family – which hunts 

animals, – living – and – tame animals; which hunts man, - privately 

– for hire, - taking money in exchange – having the semblance of 

education; and this is termed Sophistry, and is a hunt after young 

men of wealth and rank – such is the conclusion. (Soph. 223b). 

 

The second definition of the term “sophist” is “a merchant of the soul or  

knowledge”. The central passage in this connection is the following: 

STRANGER: (…) so this trader in virtue again turns out to be our 

friend the Sophist, whose art may now be traced from the art of 

                                                                                                                                 
University Press, 1991; Kierkegaard, S. The Concept or Irony with Continual Reference to 

Socrates. ed. and transl. Howard V. Hong and Edna H. Hong. Princeton: Princeton University 

Press, 1989. I am grateful to Prof. Stelios Virvidakis for these last references. 
1
Soph. 217 c. 

2
Cf. Kirk, G. S.; Raven, J. E. Os fil·sofos pr®-socr§ticos. 2a. ed. Trad. Carlos A. Louro da 

Fonseca, Beatriz R. Barbosa e Maria A. Pegado. Lisboa: Fundação Calouste Gulbenkian, s/d. 
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acquisition through exchange, trade, merchandise, to a merchandise 

of the soul which is concerned with speech and the knowledge of 

virtue (Soph. 224d). 

 

(It is so sadly ironical that in our own days a professor can be also defined 

as a merchant of the soul or knowledge…) But this is not the definition we 

seek, for it corresponds to some of Socrates’ adversaries, not to him. 

There follow the third and fourth definitions of “sophist” as a petty 

merchant of, respectively, first or second-hand goods. Thus: 

 

STRANGER: (…) that part of the acquisitive art which exchanges, 

and of exchange which sells a man’s own productions or retails those 

of others, as the case may be, and in either way sells the knowledge 

of virtue, you would again term Sophistry? 

THEAETETUS: I must, if I am to keep pace with the argument. 

(Soph., 224e). 

 

The fifth definition of the term “sophist” is “a mercenary practicioner of 

eristic”. First, the definition of eristic: 

 

STRANGER: (…) that [disputation] which proceeds by rules of art 

to dispute about justice and injustice in their own nature, and about 

things in general, we have been accustomed to call argumentation 

(Eristic)? 

THEAETETUS: Certainly. (225c) 

 

Next, the fifth definition proper: 

 

STRANGER: But now who the other is, who makes money out of 

private disputation, it is your turn to say. 

THEAETETUS: There is only one true answer: he is the wonderful 

Sophist, of whom we are in pursuit (…). (Soph. 225e). 

 

We come to the sixth and last definition of the term “sophist”, which is of 

major interest. However, before arriving at this definition, the dialogue offers 

an important treatment of the soul and its relation to the body, which extends 

from 227d to 228a. The main subject is the “purification of the soul or 

intellect” (227c).  So begins the Stranger: 

 

STRANGER: Do we admit that virtue is distinct from vice in the 

soul? 

THEAETETUS: Certainly. 

STRANGER: And purification was to leave the good and to cast out 

whatever is bad? 

THEAETETUS: True. 
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STRANGER: Then any taking away of evil from the soul may be 

properly called purification? 

THEAETETUS: Yes. 

STRANGER: And in the soul there are two kinds of evil. 

THEAETETUS: What are they? 

STRANGER: The one may be compared to disease in the body, the 

other to deformity. (227d-228a) 

 

So far, we have two kinds of disease, one of the body, the other of the soul. 

Evidently the Stranger is looking for someone who can purify the soul, just as 

one who purifies the body is a physician or therapist. The crucial passage 

regarding Plato’s doctrine of evil is this: 

 

STRANGER: (…) surely we know that no soul is voluntary ignorant 

of anything? (228d). 

 

All ignorance, in other words, is involuntary. Until now, Plato has not 

challenged Parmenides’ prohibition, which forbade every search of 

nothingness, or not-being. Under Parmenides’ strictures, ignorance would be 

just lack of knowledge, that is, non-being. In the exchange, the Stranger (we 

can only conjecture whether he represents Plato himself) will confront his 

“father” Parmenides, but we shall treat this in the next section. 

There is a special form of ignorance: “When a person supposes that he 

knows, and does not know; this appears to be the great source of all the errors 

of the intellect.” (229c). Because this seems to be the main target of Socrates’s 

practice, we may be approaching a description of such ignorance. There 

follows, in 230b-d, a long exposition of the art of purification of the soul, 

which will be called, for lack of another name, “superior sophistry”. It is akin 

to Socrates’ practice, but according to the text was already practiced by others 

before Socrates, in the time of Parmenides if not earlier. Here is the relevant 

passage: 

 

STRANGER: They cross-examine a man’s words, when he thinks 

that he is saying something and is really saying nothing, and easily 

convict him of inconsistencies in his opinions; these they then collect 

by the dialectical process, and placing them side by side, show that 

they contradict one another about the same things, in relation to the 

same things, and in the same respect. (…) For as the physician 

considers that the body will receive no benefit from taking food until 

the internal obstacles have been removed, so the purifier of the soul 

is conscious that his patient will receive no benefit from the 

application of knowledge until he is refuted, and from refutation 

learns modesty; he must be purged of his prejudices first and made 

to think that he knows only what he knows, and no more. (230b-d) 
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So, this last form of sophistry is by no means a negative one. On the 

contrary, it is compared with the art of the physician: this kind of sophist might 

be termed a “physician of the soul”. 

Refutation is key to this kind of sophistry: “For all these reasons, 

Theaetetus, we must admit that refutation is the greatest and chiefest of 

purifications (…)” (230e). 

In the conclusion of this part, the Stranger states: 

 

Let us grant, then, that from the discerning art comes purification, 

and from purification let there be separated off a part which is 

concerned with the soul; of this mental purification instruction is a 

portion, and of instruction education, and of education, that 

refutation of vain conceit which has been discovered in the present 

argument; and let this be called by you and me the nobly-descended 

art of Sophistry. (231b). 

 

We have, then, identified six kinds of sophist so far: 1) a hunter of  rich 

young men; 2) a large-scale seller of  knowledge related to the soul; 3) a small-

scale seller of knowledge related to the soul; 4) a manufactor and seller of such 

knowledge; 5) a practitioner of eristic; 6) a purifier of the soul’s opinions. The 

last kind of sophist does not seem by any means negative, and can, generally 

speaking, be assimilated to the art practised by Socrates. Let’s keep this in 

mind for the conclusion. 

 

 

The Double Murder In The Sophist 

 

The point I would now like to make is that in Plato’s Sophist there are not 

one, but two “murders”. The first, most commonly observed and admitted by 

Plato – or at least by the “Stranger of Elea” – is that of Parmenides. The other, 

noticed less often, is that of Socrates. I will try to demonstrate this in the 

following discussion. 

Plato assumes the first parricide, which is explicit, notwithstanding the 

denegation – in the Freudian sense of the word – in the following passage 

(241d): 

 

STRANGER: I have a yet more urgent request to make. 

THEAETHETUS: Which is – ? 

STRANGER: That you will promise not to regard me as a parricide. 

THEAETHETUS: And why? 

STRANGER: Because, in self-defence, I must test the philosophy of 

my father Parmenides, and try to prove by main force that in a 

certain sense not-being is, and that being, on the other hand, is not. 

 



Socrates, the Greatest Sophist? 

 

117 

The Stranger of Elea asks Theaetetus to not consider him a parricide on 

this account. Of course, this is not a murder of a father in a literal sense, but, 

metaphorically speaking, it is exactly this. I do not however intend to pursue 

the argument that leads to the negation, or overcoming, of the Parmenidian 

prohibition of the discussion of not-being, or nothingness; I shall pursue, 

instead, the evidence leading to another parricide: the implicit murder of 

Socrates, Plato’s true “spiritual father”. Would Socrates be included in the 

class of philosophers or sophists even if he were considered the best of them? 

Let’s return to the beginning of the Sophist. Theodorus introduces the Stranger 

of Elea, a philosopher visiting the city: 

 

THEODORUS: Here we are, Socrates, true to our agreement of 

yesterday; and we bring with us a stranger from Elea, who is a 

disciple of Parmenides and Zeno, and a true philosopher. (261a). 

 

It is crucial to recall the passage in order to understand the nature of the 

“double parricide”. Would Plato be ironically undermining Socrates’s status as 

a philosopher – a position Socrates never claimed for himself anyway? What, 

then, would Socrates be if he is neither a “true philosopher” nor a sophist in the 

traditional sense? 

The Stranger is presented as “a truly important philosopher”. What does 

this mean? Considering Theodorus’s lack of sensitivity, would this mean that 

Socrates is not a truly important philosopher? Given his notorious humility, he 

does not put himself in the position of a philosopher. The man of Elea, being a 

stranger and a philosopher, would be superior to him, a “weak thinker”. As 

Socrates says,  “(…) may not your companion be one of those higher powers, a 

cross-examining deity, who has come to spy our weakness in argument, and to 

cross-examine us?” (217 b). 

Socrates refers to philosophers in the third person, not including himself 

among them, and this evaluation does not sound ironical (216c): 

 

(…) the true philosophers, and such as are not merely made up for 

the occasion, appear in various forms unrecognized by the ignorance 

of men, and they “hover above cities”, as Homer declares, looking 

from above upon human life (…); sometimes they appear as 

statesmen, and sometimes as sophists (…). 

 

Would not Plato include himself among these philosophers, “unrecognized 

by the ignorance of men”? Modesty would forbid this, but the form of dialogue 

seems perfect for such dissimulation of the real nature of the philosopher, and 

of the way Plato thinks about himself. And we cannot and should not pass this 

limit. 

From this point, Socrates seems to gradually disappear, as though in an 

eclipse. In the Sophisţ  which we are examining, he gives way to Theaetetus, 

and in the subsequent dialogues he almost never appears. Likewise in the 

Statesman, which is logically next to the Sophist, as anticipated in the 
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beginning of the discussion of the Sophist, and should be followed by the 

Philosopher – never written by Plato, but apparently written by Aristotle –, the 

characters are the Stranger of Elea, Theaetetus, and Socrates the Young, a 

homonym of Plato’s teacher. 

Most of the Sophist discusses, effectively, the thesis of Parmenides, which 

is not however our subject. What I am here discussing is the thesis of the 

symbolic murder of Socrates. He is not considered a philosopher, if we 

consider the ending of the dialogue. There the Stranger and Theaetetus discuss 

the orator who uses irony either in public –  in long speeches – or in private 

discussions. The orator is an “ironical imitator” (ειρωνικον μιμητην). 

The ironical imitator, in his turn, can be divided into two further kinds: 

 

STRANGER: Upon consideration, then, there appear to me to be 

two; there is the dissembler, who harangues a multitude in public in 

a long speech, and the dissembler, who in private and in short 

speeches compels the person who is conversing with him to 

contradict himself. (268b). 

 

The description seems familiar. The first kind would be the popular orator 

(Δημολογικόν). Then the Stranger asks: 

 

And what shall we call the other? Is he the philosopher or the 

Sophist? 

THEAETHETUS: The philosopher he cannot be (Τò μέν που σοφόν 

αδύνατον), for upon our view he is ignorant; but since he is an 

imitator of the wise he will have a name which is formed by an 

adaptation of the word sophos. What shall we name him? I am pretty 

sure that I cannot be mistaken in terming him the true and very 

Sophist. (268c). 

 

Would Socrates, then, be the “greatest of the Sophists”, as Nietzsche 

suggests? The ending of the dialogue seems to indicate this. Maybe we will 

never know for certain in the absence of the dialogue Philosopher, but we can 

conjecture. 

 

 

Final Remarks 

 

In this paper I have tried to demonstrate, first, that although Socrates was 

an intermediate figure between sophist and philosopher, nevertheless, 

according to the Sophist, he was included in the first category of sophist, albeit 

a higher, or greater one. Second, I have argued for the “double murder” 

committed by Plato in the disguise of the Stranger of Elea: the first murder, 

which was explicit, was that of Parmenides; the second murder, implicit, was 

that of Socrates. In a single dialogue Plato got rid of his two “spiritual fathers”. 
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From that point onwards, he was free to develop his own true philosophy.The 

Sophist is a huge and highly complex dialogue; here I focused on only two 

points. Much work remains to be done on this work. That is the beauty of 

Platonic studies. 
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C H A P T E R   TWELVE 

 

The Dimension of Silence in the  

Philosophy of Wittgenstein 

 
Ilse Somavilla 

 

 

Even though Wittgenstein throughout his life was preoccupied with 

language and problems of language in his philosophy, the aspect of 

silence played a decisive role, which should neither be 

underestimated nor ignored. The dimension of this aspect finds its 

most prominent and frequently quoted expression in the last sentence 

of the Tractatus 7, óWhereof one cannot speak, thereof one must be 

silentô. However, I contend that silence plays a major role not only 

in his way of thinking, but also in his approach toward the world and 

the world outside the world of facts. Besides, silence is inherent, i.e. 

óhiddenô in numerous examples presented in his philosophical 

investigations, as a kind of counterpart to words, a means of 

showing instead of saying. In my paper I will discuss this topic 

according to the following points: 

1. Silence as a consequence of the limits of language, i.e. 

the philosophical consequence or r®sum® in an 

analytical sense in order to separate the thinkable 

from the unthinkable. In the Tractatus Wittgenstein 

clearly distinguishes between propositions that make 

sense and propositions that are nonsensical in 

philosophy ï according to 4.022 where he states: óThe 

proposition shows its sense. The proposition shows 

how things stand, if it is true. And it says that they do 

so stand.ô  

2. Silence as an attitude of wonder and awe toward the 

world and the world beyond: This passage concerns 

above all the realm of the ineffable, and that which is 

usually considered the so-called mystical aspect in 

Wittgensteinôs approach. In this context, I will also 

discuss the problem of time and eternity as treated by 

Wittgenstein in connection with his reflections on the 

significance of living in the present moment (i.e.not in 

time) ï a silent attitude in ónunc stansô, so to speak, 

an attitude sub specie aeternitatis. 

3. Silence as a means of expression in art:In this context 

the function of showing instead of saying plays a 

decisive role, even in another sense than that 
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discussed in the Tractatus. In the realm of aesthetics, 

Wittgenstein explicitly emphasizes the role of showing 

in art, be it music, poetry or architecture. Moreover, 

he hints at the significance of gestures, mimicry etc. 

as a means of expressing what cannot be expressed by 

words.  

4. Silence as regards to form:Wittgensteinôs way of 
writing holds a strong ethical flavour in the sense of 

avoiding any use of superfluous words, in reducing 

language to a minimum, in restricting himself to the 

essential and thereby aiming at absolute clarity and 

transparency so that his philosophical concern 

becomes obvious ï stated in 4.112: óThe object of 

philosophy is the logical clarification of thoughtsô and 

the óresult of philosophy is not a number of 

óphilosophical propositionsô but to make propositions 

clearô. 

Keywords: Wittgenstein, language problems, saying and showing, 

ethics, aesthetics. 

 

Even though Wittgenstein was preoccupied with language and problems of 

language in his philosophy throughout his lifetime, the aspect of silence played 

a decisive role which should neither be underestimated nor ignored. 

The dimension of this aspect finds its most prominent and frequently 

quoted expression in the last sentence of the Tractatus 7, ‘Whereof one cannot 

speak, thereof one must be silent’ – however, as I see it, silence plays a major 

part not only in his way of thinking, but also in his approach toward the world 

and the world outside the world of facts. After all, silence is inherent, i.e. 

‘hidden’ in numerous examples presented in the Philosophical Investigations, 

as a kind of counterpart to words, a means of showing instead of saying. 

In my paper I will discuss this topic according to the following points: 

 

1. Silence as a consequence of the limits of language, i.e. the 

philosophical consequence or résumé in an analytical sense in 

order to separate the thinkable from the unthinkable.  

2. Silence as an attitude of wonder and awe toward the world and 

the world beyond.  

3. Silence as a means of expression in art. 

4. Silence as regards to form. 
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Silence as the Philosophical Consequence of the Limits of Language 

 

In his preface to the Tractatus Wittgenstein clearly states that the book 

‘will draw a limit to thinking, or rather – not to thinking, but to the expression 

of thoughts’, for in order to draw a limit to thinking, we should have to be able 

to think both sides of this limit, i.e., ‘we should therefore have to be able to 

think what cannot be thought.’  

The limit, so Wittgenstein, can only be drawn in language, and what lies 

on the other side of the limit, would be simply nonsense.  

Here Wittgenstein already hints at the realm of the ineffable, i.e., the 

sphere of ethics and religion, where language meets its boundaries so to speak, 

as thoughts concerning this sphere cannot be expressed in meaningful words.
1
 

Accordingly, he clearly distinguishes between propositions that make 

sense and propositions that are nonsensical in philosophy – according to 4.022 

where he states: ‘The proposition shows its sense. The proposition shows how 

things stand, if it is true. And it says that they do so stand.’  

The object of philosophy Wittgenstein sees in the ‘logical clarification of 

thoughts’ and the result of philosophy not in a number of “philosophical 

propositions”, but ‘to make propositions clear’. Thus it is important ‘to make 

clear and delimit sharply the thoughts which otherwise are, as it were, opaque 

and blurred’(TLP 4.112),  in order to show and to separate the difference 

between what can be said clearly and what cannot be expressed in words.
2
 

Moreover, in showing the difference between, and thus the limits of language 

and science, a differentiation is made visible between what can and cannot be 

thought: 

  

‘[Philosophy] should limit the thinkable and thereby the unthinkable. 

It should limit the unthinkable from within through the thinkable.’ 

(TLP 4.114) 

‘It will mean the unspeakable by clearly displaying the speakable’. 

(4.115) 

Wittgenstein is convinced that ‘everything that can be thought at all 

can be thought clearly’, and that ‘everything that can be said can be 

said clearly.’ (TLP 4.116) 

 

As mentioned before, Wittgenstein’s aim in the Tractatus was to make 

propositions clear by the ‘logical clarification of thoughts” in order to 

distinguish between meaningful and nonsensical propositions. Whereas he 

associates clarity with transparency and purity as assigned to logic, nonsensical 

propositions are associated with dimness and blurriness.  

                                                 
1
Later, in his Lecture on Ethics held in 1929, Wittgenstein again emphasizes the nonsensicality 

of ethical and religious expressions – in contrast to meaningful propositions concerning the 

world of facts viz. the realm of meaningful language and science. 
2
Wittgenstein’s awareness of the limits of science and his critical attitude towards its 

achievements becomes evident not only in the Tractatus (e.g. 6.52), but also in numerous  

passages  in his Nachlass in later years. See C&V, 7e, 8e, 20e, 33e, 65e, 69e, 70e. 
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However, what about that which can neither be thought nor said clearly? Is 

this the realm on the other side of the limit hinted at in his preface – the realm 

where language and thus philosophy and science come to an end? Is this what 

Wittgenstein’s last sentence in the Tractatus hints at, and is this to be 

understood as a mystical experience that eludes not only verbalization but also 

thinking itself? And does this imply an appeal to silence in terms of a plea or 

rather a binding consequence in terms of a ‘must’? 

It would seem so, yet what about the aspect of showing which 

Wittgenstein again and again mentions – as a kind of counterpart to saying, as 

a kind of alternative to and thus solution for an ultimate silence of resignation 

in view of the limits in language and philosophy?  

Wittgenstein’s concluding remark in the Tractatus 7 hints at the 

importance he gave the dimension of silence in philosophy – an importance he 

also expressed in his letter to Ludwig von Ficker when enquiring about 

publishing the Tractatus in the Brenner. He wrote that the purpose of his book 

was an ‘Ethical one’ and that it actually consisted of two parts: the one he had 

written and the one he decided to keep silent about. And that it was this part 

which he considered to be the essential one. (Cf. Wittgenstein 1969, 35) 

Thus the dimension of silence is not to be seen as something negative, 

something involved with resignation in philosophy, but as a kind of path to 

further insight – insight into other important fields like ethics or art. 

In this letter to Ficker, Wittgenstein clearly emphasized the ethical aspect 

of his way of writing philosophy – insofar as he chose to distance himself from 

treating ethical and religious matters in philosophy, thus distancing himself 

from those who would only ‘babble’ [‘schwefeln’] about these issues. In doing 

so he would limit ‘the ethical from Within’ (Wittgenstein 1969, 35) – just as he 

would ‘limit the unthinkable from within through the thinkable’, as quoted 

above. Consequently, he described his work as ‘strictly philosophical and at the 

same time literary’ (ibid., 33), obviously meaning that the task of philosophy is 

to exclude metaphysical matters and restrict itself to what can be said clearly 

and explained scientifically, while the word ‘literary’ hints at approaches other 

than scientific means – the means of showing literature (and in particular 

poetry) can evoke. 

The juxtaposition of saying and showing is not only a decisive point in 

Wittgenstein’s so-called early philosophy, but could also be said to 

characterize numerous examples in his philosophical investigations of the later 

period. It marks the distinction between an analytic approach aimed at 

analysing detailed parts and an intuitive approach toward the whole. 

‘”To understand” means something like “to take it as a whole.”’ (Phil. 

Gram., 40) 

In his reflections about the understanding of a sentence he hints at the 

similarity of understanding a picture or a piece of music. Just as a picture or a 

melody conveys itself to us, ‘language must speak for itself’, as well. (Phil. 

Gram., 40) And just as language cannot exist without logic, though logic itself 

cannot be represented, the spoken words can only be explained by means of 



The Dimension of Silence in the Philosophy of Wittgenstein 

 

125 

language. This does not mean, however, that language itself can be explained 

or accounted for, rather that language takes care of itself (NB, 26.4.15). 

Thus Wittgenstein speaks of intransitive viz. immediate understanding of a 

sentence, an understanding of what the sentence means or shows. Just as we 

grasp a painting insofar as we feel somehow ‘familiar’ in it instead of 

concentrating on the individual strokes and lines etc. The familiarity lies in the 

fact that ‘we grasp a particular rhythm of the picture and stay with it, feel at 

home with it.’ (Phil. Grammar, 78f.) 

Wittgenstein is so ‘captured’ by the grasping of the picture that he no 

longer strives for further explanation: ‘What happens is not that this symbol 

cannot be further interpreted, but: I do not interpreting. I do not interpret, 

because I feel at home in the present picture. When I interpret, I step from one 

level of thought to another.’ (Zettel, § 234) 

One could also refer to his reflections regarding certainty where he writes 

that sometime our doubts must come to an end, i.e. that we have to arrive at a 

so-called ‘comfortable certainty’ [beruhigte Sicherheit] instead of a certainty 

that is still struggling,
1 

as language cannot be built upon doubts viz. 

uncertainty, but must have certainty as its fundamental basis.  

There ought to be fundamental matters we cannot doubt, Wittgenstein 

asserts, as otherwise nothing could be ‘true’ or ‘false’.  

‘It belongs to the logic of our scientific investigations that certain things 

are in deed not doubted.’ (OC, § 342) 

A language game is only possible, if we rely on something – even if we 

cannot rely on –, for ‘in the beginning was the deed’ (MS 119, 146, 21.10.1937 

/ C&V, 36e)  

The function of language is above all determined by actions. In other 

words, a language game is ‘a practical method, not ‘speculation’, not ‘babble’ 

(URWI, 116). 

In connection with his reflections on ‘Wohlvertrautheit’, i.e. the 

aquaintance or intimate knowledge at the sight of an object, Wittgenstein 

speaks of something ‘fitting in a mental mould’, of the ‘falling’ of a certain 

aspect of an object into a corresponding mould prepared for it. The mould 

would have been made by the previous acquaintance; thus what is seen could 

be compared to a prototype [Abbild] evoked by memory. This feeling of 

intimate knowledge, though, Wittgenstein adds, we could also have when 

seeing an object for the first time in our life. This thought seems reminiscent of 

Plato’s theory of anamnesis. However, Wittgenstein is very cautious in his 

reflections on the concept of memory, being all too aware of the difficulties 

associated with it, and which he discusses on multiple occasions. The ideas of 

‚recognizing’ and ‚familiarity’ involve reflections on the use of these terms and 

a multitude of terms connected with them. (Cf. BB, II, 167) 

Similar to pictures or objects, words can encroach upon us by experiencing 

a sentence. One is inclined to say that the word falls into ‘a mould of my mind 

long prepared for it’ (BB, 170). However, as Wittgenstein states, ‘this 

                                                 
1
Cf. OC, § 357. Cf. also PI, § 607, where Wittgenstein speaks of a ‘calm assurance’, a ‘coming 

to rest of deliberation’ [ein Zur-Ruhe-Kommen der Überlegung] – as it were, ‘simply by feel’. 
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metaphor of the word’s fitting a mould can’t allude to an experience of 

comparing the hollow and the solid shape before they are fitted together, but 

rather to an experience of seeing the solid shape accentuated by a particular 

background’. (BB, 170) 

Insofar as in the process of reading the spoken and written words come in 

‘a particular way to us’ (cf. BB, 167), so that they don’t appear just like 

scribbles to us, Wittgenstein speaks of a ‘compound experience’ (cf. BB, 168) 

consisting of several elements: the experience of seeing a word as scribbles and 

the experience of grasping the physiognomy of the word. He would say that 

when reading we are enshrouded by a certain atmosphere, yet we cannot 

explain this atmosphere. 

The same is the case when we look at the drawing of a face and grasp its 

expression, for instance, as being sad. Here, too, the experience of seeing the 

drawing consists of at least two experiences: the experience of seeing the 

strokes of the drawing and the experience of seeing the face; the experience of 

realizing a sad expression in the face would be a third experience. 

Regarding and experiencing a word or object this way suggests both a 

sensory and a cognitive approach; in other words, an approach toward details 

of the concrete form, as well as an emphatic apprehension of the whole.  

In addition, according to Wittgenstein’s remark, ‘don’t think, but look’! 

(PI, § 66), numerous examples given in his philosophical investigations 

demonstrate his appeal to a sensory perception of the concrete phenomena, 

similar to his demand of returning from a metaphysical use of the words to 

their everyday use
1 
(PI, § 107). He appeals to consider the concrete phenomena 

– the ‘simple, home-spun cases’ of every-day-life instead of trying to search 

for an ‘ideal’ in an ‘ethereal region’ (cf. DB, 163). For, even if the conditions 

are ideal, we are apt to move ourselves on a slippery ground, on ‘ice’ so to 

speak. (Cf. PI, § 107)
2
 

Once, Wittgenstein and a friend of his’ were looking at various beds of 

pansies. Each bed showed a different kind. ‘What a variety of colour patterns, 

and each says something’, remarked the friend and Wittgenstein answered that 

this was exactly what he would have said, as well. (BB, 178) 

      All these examples demonstrate the importance of the non-verbal viz. the 

aspect of showing. 

Similarly, Wittgenstein’s shift from explaining to describing in later years 

can be said to indicate the significance of silence – in other words, the power 

an impression can have as long as we do not try to explain it. In MS 110, 80 he 

notes: ‘Here we can only describe and say: this is human life’. Then he 

                                                 
1
Cf. PI, § 116: ‘When philosophers use a word  – ”knowledge”, “being”, “object”, “I”, 

“proposition”, “name” – and try to grasp the essence of the thing, one must always ask oneself: 

is the word ever actually used in this way in the language game which is its original home? – 

What we do is to bring words back from their metaphysical use to their everyday use.’ 
2
In PI, § 107, Wittgenstein uses the expression ‘getting on to slippery ice’ [aufs Glatteis 

greaten] as a metaphor for the faults of sublime perception. He discusses the sublime with 

reference to the ideal, the real sign, and the original picture (Urbild) also in MS 157a and b. 

See also PI, § 94, 101, 108f.  
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continues in brackets: ‘[A motto for this book: ”Do you see the moon over 

there? It is only half visible, and yet it is round and beautiful”]’ And he 

concludes: ‘An explanation, compared with the impression of what is 

described, is too insecure. Each explanation is but a hypothesis.’ 

The motto quoted above explains Wittgenstein’s great appreciation of 

phenomena which elude scientific explanation, and his implicit appeal to let 

them speak for themselves viz. to hide themselves – as impressions.  

His ethical demand regarding the dimension of silence can be seen in the 

renunciation of the attempt to verbalize, when we ought to content ourselves 

with what we see. All we can do is to meet them in an attitude of wonder. 

 

 

Silence as an Attitude of Wonder and Awe Towards the World and the 

World Beyond 
 

The man in the state of wonder or awe is so sensitive regarding language 

that he ‘suffers from every language, one can say that he ought to be mute, had 

language not been invented by others.’
1 

In this context the ethical dimension of silence is particularly dominant – 

in an attitude of ‘wonder’ as expressed in Wittgenstein’s so-called mystical 

remarks in the Tractatus, the Notebooks 1914-1916, as well as in the Lecture 

on Ethics. There he explicitly touches ethical and religious questions – thus the 

sphere of the ineffable he actually refused to speak about in philosophy. 

However, this silence is not the result of a denial of this sphere as something 

non-existent (as seen from a positivist position), but as an attitude of respect 

and awe, along with the conviction of never being able to grasp this realm in 

words or explain it by means of a scientific theory. As Wittgenstein 

emphasized in his discussions on ethics, value and religion with members of 

the Vienna Circle: ‘If I were told anything that was a theory, I would say, No, 

no! That does not interest me. Even if this theory were true, it would not 

interest me – it would not be the exact thing I was looking for. What is ethical 

cannot be taught. If I could explain the essence of the ethical only be means of 

a theory, then what is ethical would be of no value whatsoever.’ (WVC, 116f.) 

Accordingly, in his Lecture on Ethics, he simply gave examples of his 

personal experience, among which ‘I wonder at the existence of the world’ he 

considered his ‘first and foremost example’ viz. his ‘experience par excellence’ 

for his subjective feeling what ethics might be.  

Instead of a theory, ethics can be shown in one’s way of life. In his sparse 

reflections concerning an ethical way of life, the problem of time and eternity 

also plays a role – insofar as Wittgenstein emphasizes the significance of living 

in the present (not in time), which is to be seen as a silent attitude in nunc 

                                                 
1
āSolch ein Empfindlicher (als Gereizter wie besonders als Verspürender) leidet vielmehr an 

jeder Sprache, man kann sagen: er müßte stumm sein, wenn andere nicht die Sprache erfunden 

hätten.’ (Bloch 1996, 17) 
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stans, so to speak – beyond time and space – similar to Schopenhauer’s 

description of the pure subject of knowledge which finds itself on a higher 

level, beyond the secular and mundane, in aesthetic contemplation thus 

experiencing the only rare moments of happiness in a world of pain and 

sufferings. Wittgenstein writes:  

‘Only a man who lives not in time but in the present is happy. For life in 

the present there is no death’ (NB, July 8, 1916). This ‘eternal life’ can be 

attained by a life totally devoted to the present; it does not mean eternity in the 

sense of infinite temporal duration, but non-temporality. It is the good and 

ethical life, as the end of being.  

To live in this way, Wittgenstein considers as the mark of the spiritual and 

ethical way of life viz. an attitude toward the world which is decidedly 

different from that of the unhappy man, who is captured within the forms of 

space and time viz. the principle of sufficient reason, concentrated and 

dependent on his momentary individual needs and endeavours, driven by the 

sensual and egoistic wishes of the ‘will’. In the state of aesthetic 

contemplation, according to Schopenhauer (WWV 1977, 252f.), but also in the 

sense of Wittgenstein (who equates the aesthetic with the ethical, this with a 

mystical component), the pure subject of knowledge is elevated to a higher 

state of consciousness, completely devoid of sensuality and emotional unrest, 

and thus finds itself in a state of utter tranquillity and contemplative repose, so 

that the world, in a sense, stands still. And similar to Schopenhauer, 

Wittgenstein sees the connection between ethics and aesthetics under the aspect 

sub specie aeternitatis (NB, October 7, 1916). Coined by Spinoza, 

Wittgenstein presumably took over this term from Schopenhauer, who in his 

description of aesthetic contemplation explicitly refers to Spinoza, who 

distinguished between three forms of perception – the inadequate perception of 

imagining, the adequate perception of reason and the highest form of 

perception – the view sub specie aeternitatis, which Spinoza describes as both 

a rational and intuitive perception – above all, as an ethical way of perceiving 

the world. According to Paul Engelmann, the term sub specie aeternitatis was 

the only philosophical term Wittgenstein often used, also in oral conversations. 

(Wittgenstein 2006, 152) 

 

 

Silence as a Means of Expression in Art 

 

The function of showing versus saying plays a decisive role in art, albeit 

not in the sense found in the Tractatus, where he restricts himself to the 

difference between meaningful and nonsensical propositions. In the realm of 

aesthetics, Wittgenstein explicitly emphasizes the role of showing in art – be it 

music, poetry or architecture – in order to convey what could not be 

accomplished by language. Moreover, he hints at the significance of gestures, 

mimicry etc. as means of expressing what cannot be expressed by words. 
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‘Do you really assume that to say what one sees is a more direct way of 

communication than to point at a pattern?’
1
 

Architecture, for instance, he considers to be ‘a gesture’ – however only if 

it is not a ‘functional building’ (C&V, 49e), but in the sense that architecture 

‘immortalizes & glorifies something’ (C&V, 74e). In this respect I see again 

the connection to Wittgenstein’s emphasis of the view from eternity viz. the 

view sub specie aeternitatis, which plays an important role in his approach 

toward ethics and aesthetics, as well as in his attitude of silent wondering at 

phenomena not suited for the analysis by means of words.  

The aspect of showing thus lies on the same level as the aspect of silence – 

in the sense of hinting at the non-verbal – where language meets its boundaries. 

Here it is necessary to find other ways than those made available to us by so-

called ordinary language or by scientific methods, thus ways other than that of 

philosophical discourse, where we have to be careful not to say more than we 

know. ’The difficulty in philosophy is to say no more than we know’, 

Wittgenstein remarks in the Blue Book. (BB, 45) 

And in reflecting on the complicated structure in philosophy, he argues 

that ‘philosophy unties knots in our thinking; hence its result must be simple, 

but philosophizing has to be as complicated as the knots it unties.’ (Zettel, § 

452). And he continues in brackets:  

‘(As one can sometimes produce music only in one’s inward ear, and 

cannot whistle it, because the whistling drowns out the inner voice, so 

sometimes the voice of a philosophical thought is so soft that the noise of 

spoken words is enough to drown it and prevent it from being heard, if one is 

questioned and has to speak.)’ (Zettel, § 453). 

Music, literature and art may take over the difficult task of expressing the 

‘softness of a philosophical thought’ and thus express the inexpressible without 

the ‘noise of spoken words’. However, even here lies the danger of saying too 

much, as Wittgenstein notes: ‘In art it is hard to say anything, that is as good 

as: saying nothing.’ (C&V, 26e) 

A poem written by the German author Ludwig Uhland, Wittgenstein 

considered to be an excellent example of expressing the inexpressible by not 

trying to express it. (Cf. Wittgenstein 2006, 24)  

Georg Trakl, an Austrian poet, in particular, possessed the right ‘tone’ to 

silently hint at the inexpressible – a tone which Wittgenstein considered to be 

the ‘tone of truly genius’. (Wittgenstein 1969, 22) 

 

 

Silence as Regards to Form 
 

The high (stylistic) quality Wittgenstein demanded of genuine poetry and 

thus also of authentic authors and works of genius, he seems to have also 

                                                 
1
‚Du willst doch wohl nicht annehmen, daß Sagen, was man sieht, eine direktere Art der 

Mitteilung ist als das Zeigen auf ein Muster?’ (VE, 52) 
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applied to his own way of writing philosophy – both in the sense of distancing 

himself from ‘babbling’ about metaphysical questions and concerning his 

writing style. Even though his process of thought and method of philosophizing 

returns to the same point again and again from different angles while 

suggesting numerous variants in regarding every phenomenon, his very writing 

style can be said to hold a strong ethical flavour in the sense of avoiding any 

superfluous word, in reducing language to a minimum, according to Occam’s 

wording simplex sigillum veri.  

In restricting himself to the essential and thereby aiming at absolute clarity 

and transparency, Wittgenstein’s philosophical concern becomes obvious: ‘The 

object of philosophy is the logical clarification of thoughts’ […] The result of 

philosophy is not a number of “philosophical propositions”, but to make 

propositions clear’. (TLP, 4.112) 

Wittgenstein fulfils what Kierkegaard defined as necessary for essential 

acting, as the logical consequence of drawing the border between speaking 

essentially and merely babbling.
1 
 

 

 

Conclusion 
 

Language and silence are dependent on one another. Silence is the original 

phenomenon, and prior to the word. As Max Picard would say: the word arises 

from silence. (Cf. Picard 1848, 18)  

One might also refer to Heidegger, who wrote: ‘The highest form of 

thoughtful saying is not simply to keep silent about what ought to be said, but 

to say it in a way that it is inherent in what is not said: the saying of thought is 

to reduce it to silence. This kind of saying corresponds to the deepest nature of 

language, which originates in silence.’
2 

 

Coming back to Bloch’s quotation about one’s sensibility toward 

language, I contend that these words appropriately characterise Wittgenstein’s 

approach toward language. However, to say that he ought to be mute, had 

language not been invented by others, cannot really be applied to him: For 

Wittgenstein, language was everything. He could not have lived without it, 

even though he suffered as a result of the problems arising not only from our 

careless use of words, but especially from not accepting its limits, thereby 

leading to philosophical confusions. And because he was acutely aware of 

these limits, he carefully maintained the distinction between what can and 

                                                 
1
See Kierkegaard 1922, 49: ‘Only he who knows how to keep silent essentially, knows how to 

speak essentially. Only he who knows how to keep silent essentially, knows how to act 

essentially. Secrecy is soulfulness.’ 
2
‚Das höchste denkerische Sagen besteht darin, im Sagen das eigentlich zu Sagende nicht 

einfach zu verschweigen, sondern es so zu sagen, dass es im Nichtsagen genannt wird: das 

Sagen des Denkens ist ein Erschweigen. Dieses Sagen entspricht auch dem tiefsten Wesen der 

Sprache, die ihren Ursprung im Schweigen hat.’ (Heidegger: Nietzsche, Bd. 1, 471f. / See also 

GA 8 ‘Was heißt Denken?)  
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cannot be said – not only with regard to content, but also as concerning his 

writing style.  

‘Style is the expression of a general human necessity’, he noted; and he 

continued: ‘This holds for a writing style or a building style (and any other). 

Style is general necessity viewed sub specie aeterni.’ (DB, 28) 

To me, Wittgenstein’s remark ‘Ethics and aesthetics are one’ (TLP, 6.421) 

not only hints at the interdependence of ethics and aesthetics, but also at the 

significance of silence both inherent in ethics and in art in the light of his 

philosophical concern.  
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Contemporary virtue ethics, after gaining a strong position in ethics 

during the last decades of the twentieth century, has become an 

object of radical criticism. Situationists, such as John Doris, Gilbert 

Harman and Maria Merritt, inspired by the results of the research in 

social and cognitive psychology, questioned empirical adequacy of 

moral psychology on which virtue ethics was based. In their view, 

not dispositions and character, but situational factors decisively 

determine human behavior and thinking. At first this criticism of 

virtue ethics was focused on questioning the existence of ethical 

virtues, which would explain stable, consistent and morally 

integrated actions; then, the critics moved on to questioning the 

ideal of practical wisdom (phronesis) understood as an acquired 

constant disposition to deliberately search the best ways to respond 

to given moral reasons, choosing what is right as well as to find best 

means to realize the goal of good life. Situationists, notice that 

majority of our cognitive and motivational processes are automatic 

and unconscious. They are often incongruent with declared moral 

values to such extend that the model of practical wisdom seems to 

situationists to be problematic. In my paper I will try to respond to 

the situationistic objections. I will analyze a number of experiments, 

to which they refer, and ask to what extend these experiments allow 

them for so radical conclusions. I will also present contemporary 

dual ï process theories of cognition and show how they fit with the 

Aristotelian idea of practical wisdom. Although virtue ethics is 

normative, there is no easy passage from the analysis of facts 

(situationists) to the formulation of norms (virtue ethicists), we must 

admit that formulating norms cannot contradict our knowledge 

about facts. And for this reason the situational criticism cannot be 

easily ignored. 

Keywords: phronesis, virtue, virtue ethics, situationism, Aristotle  

 

 

Introduction 

 

Contemporary virtue ethics is considered to be one of the most influential 

ethical theories today. With a great number of papers and books written from 
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its perspective, virtue ethics reached its height at the turn of the 20
th

 and 21
st
 

century. Simultaneously, however, one of its central presumptions, namely 

Aristotelian moral psychology with its focus on moral character and virtues 

became a target of heavy criticism from so-called situationists. Inspired by 

empirical research social psychology, situationists questioned the very 

existence of ethical virtues and moral character as empirically inadequate, 

claiming that human behavior is substantially shaped not by moral dispositions 

of agents but by situational factors.
1
 

The situationistic criticism came in two waves. The first one was focused 

on questioning the existence of globally conceived dispositions of character – 

as ethical virtues were defined. Situationists focused on denying that there are 

any stable, consistent, and value integrated behaviors. John Doris, Gilbert 

Harman, Maria Merritt referred to the experiments by Stanley Milgram
2
, Philip 

Zimbardo
3
, D. Darley and C. D.Batson

4
, A. Isen and P. Levin

5
 to show that 

there are various situational factor which decisively influence human behavior. 

H. Hartshorne, M. A.  May, and T. Newcombe, referring to other correlational 

studies, argued for the inconsistency of human behavior.
6
 In response to this 

criticism, Virtue ethicists emphasized that the experimental data do not show 

                                                 
1
G. Harman 1999. Moral Philosophy Meets Social Psychology: Virtue Ethics and the 

Fundamental Attribution Error. Proceedings of the Aristotelian Society. New Series Volume 

109, 316-331; G. Harman 2003. No Character or Personality. Business Ethics Quarterly 13, 87-

94; G. Harman 2009. Skepticism about Character. Ethics 13, 235-242; J. M. Doris 2002. Lack 

of Character. Personality and Moral Behavior. Cambridge: Cambridge University Press; M. 

Meritt, G. Harman, J. M. Doris 2010. Character, In The Moral Psychology Handbook, J. Doris, 

Ed. Oxford: Oxford University Press, 355-401.  
2
Around 60% of the subjects were able to apply electric shock from 15 to 420 volts to another 

innocent person, who when the level of voltage reached 330 did not show any signs of life. S. 

Milgram 1974. Obedience to Authority. New York: Harper&Row.  
3
P. Zimbardo had to stop the experiment already after a few days because the subjects went so 

far in identifying with their roles that acts of verbal, psychical and even physical violence 

occurred, against the experiment regulations. Por. P. Zimbardo 2007. The Lucifer Effect. New 

York: The Random House.  
4
J.M. Darley and C. D. Batson carried out an experiment in which the subjects were the 

members of theological seminar (declaring that their life mission was to proclaim the teachings 

of the Bible). The experiment showed that the subjects (ab. 60%), when under the pressure of 

time, tended not to notice a person in need of help. See J. M. Darley and C. D. Batson 1973. 

From Jerusalem to Jericho. A Study of Situational and Dispositional Variables in Helping 

Behavior. Journal of Personality and Social Psychology 27, 100-108. 
5
A. M. Isen, P. F. Levin, in their experiment, left a dime (10 cents) in a telephone booth to see 

how much finding it may influence helping behavior of the subjects. It turned out that the 

subjects who had found the dime in the booth helped more often than those who had not found 

the coin. See A. M. Isen, P. F. Levin 1972. Effect of Feeling Good on Helping: Cookies and 

Kindness. Journal of Personality and Social Psychology 21, 384-388. 
6
In their experiments, H. Hartshorne i M. A. May (1928), made a group of children face 

various temptations (e.g. of stealing, cheating during math’s tests or when doing homework, 

coping the work of others during an exam, etc.). It turned out that the level of consistency 

between the behaviors of the subjects was relatively low. Similar results were achieved in the 

research on extraversion carried out by Theodor Newcombe. See L. Ross, R.E. Nisbett 1991. 

The Person and the Situation. New York, 98; J. M. Doris 2002. Lack of Character. Personality 

and Moral Behavior. Cambridge: Cambridge University Press, 63-64. 
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the impossibility of virtue; what they show at best is that virtue is a rare 

phenomenon. And, as claimed by virtue ethicists, the correlational studies, 

even if ignoring their faults would merely prove that one cannot speak of the 

existence of virtue simplistically conceived, as a disposition to mechanic 

behavior. If we understand virtue in a more sophisticated way, as involving 

cognitive-affective processes, we will be able to speak of consistency in 

internal motivational and cognitive dimension, not just its external behavioral 

expression. Understood in Aristotelian way, ethical virtue has a deliberative 

character: it always cooperates with practical wisdom, and for this reason 

virtuous action may be expressed in various forms of behavior, depending on 

situation. However, it is not the situation, virtue ethicists say, which pushes a 

virtuous agent to action, but it is the agent who appropriately responses to 

existing moral reasons.
1  

 

In this paper I am not going refer to this first wave of the debate between 

virtue ethicists and situationists. Here I am focused on another strategy taken 

by situationist critics of virtue ethics, marking the second wave of the debate 

concentrated on undermining empirical adequacy of practical wisdom. My 

paper aims to respond to this criticism. I will begin by explaining the place and 

role of practical wisdom in virtuous action as it is seen in virtue ethics. Then I 

will present situationistic arguments against the claims virtue ethicists make 

about phronesis. In the final section, I will respond critically to situationistic 

criticism, first by pointing out problems with of their arguments, and secondly 

by showing how our contemporary empirical knowledge of human action still 

allows us to speak of practical wisdom. 

 

 

Phronesis ï Its Role in Virtuous Action 

 

From the point of view of virtue ethics, virtue is a very complex 

disposition, consisting of a number of cognitive-affective processes.
2
 The 

cognitive aspect of virtue encompasses a group of moral beliefs and practical 

wisdom (phronesis), while its affective aspect relates to emotional maturity. 

Distinguishing these aspects is merely methodological; in practice they are 

neatly interwoven with each other. It is difficult to imagine a prudent but 

emotionally immature person, or a person who is emotionally mature but lacks 

practical wisdom. 

This cognitive-affective approach to ethical virtue differs from the 

behavioral approach, which is often taken by the critics of virtue ethics. 

                                                 
1
See my Virtue and Situation. In Sins, Virtues and Vices: Essays in the Reflections of Moral 

Categories, J. Mydla, D.Schauffler, Eds. Oxford 2013, 23-35, also D. C. Russell 2009. 

Practical Intelligence and the Virtues. OUP, Oxford; N. E. Snow 2010. Virtue as a Social 

Intelligence: An Empirically Grounded Theory. Routledge, New York. All the authors refer to 

W. Mischel’s and Y. Shoda’s Cognitive – Affective Personality System. See W. Mischel, Y. 

Shoda 1995. A Cognitive-Affective System Theory of Personality: Reconceptualizing the 

Invariances in Personality and the Role of Situations. Psychological Review 102(2), 246-268. 
2
J. Annas 1994. Morality and Happiness. OUP, Oxford, 47-66; D. C. Russell 2009. Practical 

Intelligence and the Virtues. OUP, Oxford, 324-325. 
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Behaviorally understood ethical virtue is merely a set of thoughtless and 

automatic habits, which cause the agent to behave in a stiff, inflexible way. A 

truthful person, in such a perspective never lies, a helpful one always positively 

responds to requests for help, a patient person never shows a sign of impatience 

or anger. So defined virtues resemble automatic mechanisms which leave no 

room for autonomous considerations concerning moral reasons which change 

in a given time and place. 

According to defenders of the cognitive-affective approach ethical virtues 

(truthfulness, willingness to help) are not seen as automatic compulsions, but 

dispositions that shape a definite direction of action whose trajectory is not 

stiffly determined.
1
 Virtuous action consists in proper responses to actual moral 

reasons and circumstances. A virtuous person is a wise person, who is aware of 

the situational context, and what should be done “here and now”. Thus, the 

virtue of truthfulness does not signify blindly following the absolute duty of 

telling everything one knows and to everyone who asks, such as those who aim 

to use the information for evil purposes. Similarly, readiness to help does not 

signify unconditional willingness to help someone to do evil. Patience does not 

mean inability to show anger if it is morally required. Of course, flexibility 

does not mean that virtues or actions flowing out of them have no one 

determined direction. There are still some more general principles which define 

the frames of acceptable action. There is some unity in all virtuous actions the 

basis of which is practical wisdom – phronesis. 

Phronesis is first of all of practical character. Aristotle clearly 

distinguished theoretical and practical reason. The former is responsible for 

recognition of what is universal and unchangeable [EN1139b];  the latter deals 

with grasping what is particular and unnecessary (“what could be otherwise”) 

[EN1141b]. Universal and unchangeable in Aristotle’s ethics is the goal of 

human life – eudaimonia (the self-fulfillment and realization of human 

potentialities). Phronesis, in Aristotle’s view, was a constant and acquired 

disposition to efficiently search for the best means to realize that goal. One 

must distinguish this disposition from what today is understood as practical 

intelligence. The latter is nothing but a mere wit and cunning used in the 

realization of various goals, whether moral or immoral [EN1144ab]. Although 

it is impossible to be a phronimos (someone in possession of phronesis) 

without intelligence, phronetic intelligence is of a specific kind, always 

directing one towards moral goodness. 

The close relationship between practical wisdom and morality in 

Aristotle’s philosophy finds its explanation in the doctrine of the unity of 

virtues, with its two claims. One claim is that each ethical virtue presupposes 

phronesis. For example one cannot be ethically brave without being prudent 

(phronetic). And vice versa, one cannot be prudent without having at least 

some minimal level of other ethical virtues. The other claim is that all ethical 

virtues presuppose each other, in such a way that one cannot develop a given 

virtue without developing the others. As Aristotle said: either one has all 

                                                 
1
Russell 2009, 339-345. 
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ethical virtues or none [EN1144b]. The latter claim is very controversial and 

obviously unacceptable to most contemporary ethicists, the former, however, 

finds a number advocates. Practical wisdom seems to condition virtuous 

actions; without it virtues would turn into thoughtless habit. 

Aristotle defines virtuous action as acting “at the right time, about the right 

things, towards the right people, for the right end, and in the right way, is the 

mean and best; and this is the business of virtue” [EN1106b16-17]. The 

measure of “what is right” is defined by phronesis, grasping what is relevant, 

fine, noble, and necessary in given circumstances. To better understand this 

function of phronesis we need to say something about Aristotle’s doctrine of 

“golden mean”. Virtue and virtuous action are “in the middle” between 

extremes where the “middle” refers to accuracy about particular circumstances. 

Phronesis helps identify this kind of middle. This kind of accuracy, or “hitting 

right in the middle” cannot be achieved by merely following universal 

principles or procedures but requires the ability to read particular situations and 

circumstances.
1 

Such ability rests on various narrow skills of reading or 

grasping different aspects and levels of reality. For this reason phronimoi need 

to perfect their various dispositions, which together form their phronesis. 

The accuracy of a given decision and action depends on various factors. 

First, particular action should be in proper relation to the final goal of human 

life. Therefore accurate decisions require knowledge of the general goal or 

direction of life. Second, equally important is the recognition of the relevant 

features of the particular situation and how they relate (as a means) to the 

general goal of human life.  

The virtuous cognition of what is right has further two aspects. One is 

moral perception, the other moral deliberation. The former consists in a direct 

and instant grasp of those morally relevant aspects of a given situation, and 

serves the basis for latter. Moral perception and deliberation presuppose some 

kind of acumen, which cannot be acquired just on the basis of theoretical 

considerations (discussion, learning moral principles or definitions). Some 

level of moral practice and experience is also needed.
2
 Acumen must be 

accompanied by some level of moral sensitivity, ability to read or sense other 

persons expectations and needs. It also requires some level of moral 

imagination, understood as ability to “put oneself into another’s shoes”, 

perceive reality from their perspective. Thus we see that phronesis is a very 

complex disposition, enabling one to search for the right moral answers to 

given (here and now) moral situations, as well as to make decisions which are 

supported by the strongest moral reasons. 

Even if virtue rests on the use of habits, and even if moral perception and 

deliberation in some of their aspects are somewhat automatic, this does not 

make virtue a mere automatic mechanism. Virtuous action, based on such 

perception and deliberation, is conscious and free. It flows out of reflection on 

a range of consciously accepted values, and out of recognition of best means to 

                                                 
1
R. Hursthouse 2011. What Does the Aristotelian Phronimos Know? In Perfecting Virtue. New 

Essays on Kantian Ethics and Virtue Ethics, L. Jost, J. Wuerth, Eds. CUP, Cambridge, 43-46. 
2
Reeve 1992, 71-72. 
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the achievement of good life.
1 

This model of deliberation has become the 

object of a radical criticism. 

 

 

Situationistic Criticism of the Reflective Model of Practical Wisdom  

 

Referring to the latest research in cognitive sciences, situationists, such as 

John Doris, Gilbert Harman, and Maria Merritt, claim that cognitive and 

motivational processes occur quickly and automatically in acting agents 

without their intentional and conscious control. Quite often these processes 

lead agents to actions that oppose their own value systems. All this suggests 

that virtue ethics is empirically inadequate, as it is based on a false vision of 

human cognition and motivation. As a consequence of this, virtue ethics is 

claimed to impose on agents too high standards that human agents are not able 

to observe. Although situationists admit that on the basis of “what is” one 

cannot conclude what “ought to be”, they maintain that each “ought implies 

can”. By the reference to latest research they want to show that the model of 

practical reasoning maintained in virtue ethics is deeply inconsistent with 

contemporary empirical studies.
2 

 

Situationists focus on demonstrating that our cognitive-motivational 

processes are automatic, effortless, and independent of our intentional control, 

and even, to a large extent, inaccessible to our introspection. Even when 

encouraged to reflect on their motives, agents have difficulty accepting that 

some, irrelevant facts or details may decisively influence their behavior. These 

processes, situationists argue, cannot be interpreted in terms of constant 

dispositions but they are much better understood as strongly correlated with 

specific situational factors.
3 

They support this claim by referring to experiments 

carried out by John A. Bargh, Marc Chen, and Larra Burrows and others, who 

used the procedure of priming subjects to specific forms of behavior, such as 

being nice or rude, following race stereotypes, without the subjects’ awareness 

of the priming effect. 
4 

In one such experiment, 34 students were supposed to compose correct 

sentences out of word pieces. The whole group of students was divided into 

three subgroups, each undergoing subliminal influence by exposition to 

incentives semantically tied with specific character features such as politeness, 

impoliteness. The first subgroup was exposed to politeness words (such as 

“respect,” “patience,” “sensitivity”); the second to impoliteness words (ex. 

                                                 
1
R. Sorabji 1980. Aristotle on the Role of Intellect in Virtue. In Essays on Aristotleôs Ethics, A. 

Oxenberg-Rorty, Ed. Californian University Press, London, 201-205. 
2
Meritt, Harman, Doris 2010, 377; M. Merritt 2009. Aristotelian Virtue and the Interpersonal 

Character. Journal of Moral Philosophy 6, 42.  
3
Meritt, Harman, Doris 2010, 373-374; J. M. Doris 2010. Heated Agreement: Lack of 

Character as Being for the Good. Philosophical Studies 148, 144-145 
4
priming  – is a way of influencing people way of thinking and associating cognitive categories 

in perception, reasoning or decisions by (repeated) exposing these people to a sematic or 

affective, (often subliminal) stimulus.  
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“disturb,” “aggressive,” “bold”); the third subgroup to neutral words (ex. 

“normally,” “occasionally,” “exercise,”). After the task of composing the 

sentences had been accomplished (i.e. about 5 minutes), the subjects went on to 

another room, in which one of the experimenters was to inform them about 

another task. The experimenter, however, turned out to be busy talking with 

one of the assistants. Noticing the subject, the experimenter did not interrupt 

his conversation but secretly measured how long the subject patiently waited 

before he or she approached the experimenter to interrupt the conversation. If 

the subject waited patiently for ten minutes the experiment was over. Among 

the subjects who interrupted the conversation, 67% were those subscribed to 

the subgroup exposed to impolite words, while merely 16% of the interrupters 

were from the “polite words” subgroup.
1
 

According to Bargh, Chen, and Burrows, perception and evaluating in 

social interactions may have subconscious and automatic character, similarly as 

it is the case with behavior mainly directed by environmental stimuli. This 

comparison seems to be confirmed by the reports from the subjects, gathered 

after the experiment, as the subjects, while explaining their behavior, did not 

take into account that the words from the first task could have any influence on 

their behavior, which, however, did seem to have been the case. Such priming 

effect has been confirmed by other, analogous experiments, in which the 

subliminal stimuli were related to race stereotypes. 

In one of such experiments 41 non-African origin subjects were asked to 

fill a boring and troublesome test on a computer. Between the questions a short 

flash with a picture appeared on the screen. In one group of the subjects the 

picture presented a young black male, while in the other group the picture 

presented a young white male. After the subjects had finished their work, the 

experimenter asked them to sit down next to the computer. After a moment one 

could hear some strange sounds as if the computer got spoiled and lost its data. 

The experimenter informed the subject sadly that it might be necessary to 

repeat the test. The subjects’ reactions were recorded secretly and then 

analyzed by experts with the aim of analyzing the level of aggression of the 

subjects’ behavior. The subjects exposed to the images with the Afro-American 

face showed a higher level of aggression then the subjects who were exposed 

to the image of the white man. During the interview after the experiment, when 

asked whether they had noticed anything unusual appearing on the screen and 

whether this might have influenced their behavior, the subjects answered 

negatively, the exception being two persons who thought they had seen a face 

but were not able to tell whether the face was white or Afro-American.
2
  

Bargh, Chen, and Burrows maintain that the same priming mechanisms 

influence human perception of a situation and behavior in everyday life. They 

are convinced that the results of their experiments have serious implications for 

our estimation of human behavior and for the nature of social interactions, 

                                                 
1
J. A. Bargh, M. Chen, L. Burrows 1996. Automaticity of Social Behavior: Direct Effects of 

Trait Construct and Stereotype Activation on Action. Journal of Personality and Social 

Psychology 71, 233-235. 
2
Bargh, Chen, Burrows 1996, 238-239. 
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either empathic ones or those based on enmity.
1 

Another case that situationists 

refer to is the phenomenon of diffusion of responsibility. Darley Batson, Bibb 

Latane et al., inspired by the tragic death of Kitty Genovese (who was 

murdered in front of many witnesses who observed the whole incident from 

behind the curtains of their windows, with not even one of them having called 

the police) carried out a series of experiments focused on helping behavior. 

In one of the experiments students from Columbia University were asked 

to participate in market studies. Each time the experiment was carried out, one 

student filled in a questionnaire either alone in a room, or assisted by a number 

of people cooperating with the experimenters who pretended to be filling the 

questionnaire with the subject. After handing over the questionnaires to the 

participant or participants, the experimenter, a young woman went to a place 

detached from the rest of the room with a curtain, saying that she would be 

back after the questionnaires were filled in. After a while the subject could hear 

a sound of a fall, a scream, groaning and then sobbing from behind the curtain. 

The reactions of the subjects were quite different depending on whether they 

were the only persons in the room or they were in a group with passive 

confederates. Among the ones who had no company in the room 70% offered 

to help, while among those who filled the questionnaires in a passive group the 

number of those offering help fell down to 7%.
2
 

In another experiment the subjects were placed in separate rooms and were 

asked to communicate with each other via intercom. Their task was to lead a 

discussion on the problems of urban environment. One of the participants of 

the discussion informed the others at the beginning that he or she might have 

an attack of epilepsy, and after some time elapsed simulated having an attack. 

The experiment showed a high level of correlation between the helping 

behavior of the subjects and their conviction that they are the only or one of 

many witnesses of the incident of epilepsy. If the subjects were convinced they 

were the only witnesses of the attack, 100% helped the sick, but when the 

subjects were sure there is at least 5 other persons witnessing the attack, the 

helping reaction fell down to around 63%.
3 
 

These experiments, together with many more, corroborate the diffusion of 

responsibility thesis. It is worth noting that the subjects themselves were not 

aware of the fact that the presence and behavior of other persons around them 

influenced their decisions to help or refrain from helping behavior. When 

directly asked about the possibility of such influence they denied that this fact 

had any impact whatsoever on their behavior. 

Situationists point out a number of other situational factors, experimentally 

shown to influence human empathic behavior, for example being in a hurry, 

noise, authority, social status of the person in need of help, sense of community 

(sharing the same beliefs or fate), fear of embarrassment, the possibility of 

                                                 
1
J. A. Bargh, 1999. The Automaticity of Everyday Life. In The Automaticity of Everyday Life. 

R. S. Wyer, Jr., Ed. Advances in Social Cognition vol. 10, Erlbaum, Mahwah NJ, 1-61. 
2
J.

 
M. Doris 2002. Lack of Character. Personality and Moral Behavior. CUP, Cambridge, 32. 

3
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leaving the situation that requires showing compassion or help. In the light of 

experiments, human action and the cognitive-motivational processes, usually 

ascribed to virtues of benevolence, care etc., actually seem to be conditioned 

by accidental situational factors which are independent of acting agents. If this 

is so then the Aristotelian deliberative model seems very problematic. 

According to situationists this empirical data support the thesis that our 

cognitive and motivational processes, decisive to the mode of our behavior, 

have automatic and unconscious foundations. They also emphasize the 

incongruence between these processes (also influencing our behavior in 

normatively relevant situations) and our normative engagement. If we knew the 

exact content and structure of those mechanisms we would reject them as 

contradicting our consciously accepted values. Moreover, our introspective 

consciousness seems to a large extent unreliable and frequently misleading 

when it comes to controlling our cognitive and motivational mechanisms; and 

for this reason it cannot guarantee that our behavior will remain in agreement 

with our moral convictions. This incongruency, say situationists, applies to a 

wide range of situations, and this makes the model of practical rationality, 

preferred by virtue ethicists, very problematic.
1 

 

Thus defending practical wisdom understood as a harmonious unity of 

reflective deliberation and habitual sensitivity becomes s special challenge for 

virtue ethicists. Practical wisdom in Aristotelian approach requires quick 

responding in terms of moral perception, feelings, judgments and action. This 

quickness, situationists maintain, is possible only on the level of automatic 

cognitive processes. Although, in a way, Aristotle defined virtues in terms of 

well-trained automaticity, he also thought that virtuous actions have to be the 

result of deliberation and one’s moral beliefs. For situationists such a picture of 

moral cognition is contradicted by what is shown by today’s scientific research, 

a crucial fact being the discrepancy between various unconscious and 

automatic cognitive processes that shape our behavior and moral values which 

we consciously accept.
2 

 

 

 

An Attempt to Defend the Empirical Adequacy of Phronesis 

 

Experimental studies, which seems to be the best way of testing scientific 

hypothesis about human behavior, have to meet various, precisely defined, 

methodological rules. Correct cause-effect reasoning of the type independent 

variable X caused observable changes of dependent variable Y is possible only 

when three conditions are met: covariance (i.e. a correlation between 

dependent variable and independent variable is observed); time order (i.e. 

manipulating the independent variable precedes the change of the dependent 

variable); and exclusion of alternative explanations (the most difficult 

condition to be met). Identifying a correlation requires some additional method 

of control, such as maintaining the same experimental conditions or 
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counterbalancing individual characteristics of the subjects. Meeting this 

condition seems especially difficult when individual subjects take part in the 

experiment only once. 

How do we know, that a given behavior of the subject has been a reaction 

to the procedure of priming? And how do we know that dispositions of the 

subjects’ character or other independent variables not controlled during the 

experiment had no causal effect on subjects’ behavior? How do we know that 

the persons who showed no patience during the experiment are not generally 

impatient, and persons who showed patience during the experiments are not 

such generally? Why is their behavior interpreted merely as a result of 

automatic cognitive and motivational processes, which are the result of 

priming, and not as a result of their general attitudes and dispositions? In the 

experiments presented above, as well as in other experiments relevant to the 

problem discussed here, one cannot exclude the influence of some other 

variables, which are not being the focus of the experiments, especially when 

the subjects are tested only once, and the experiments are not part of 

longitudinal studies. 

Similarly, one cannot exclude the possibility that the principle of diffused 

responsibility applies merely to people with considerably low level of moral 

sensitivity. Before we make a generalization in this respect we need to make 

sure that this scheme of behavior would also take place in case of subjects with 

higher moral standards, for example working for charity organizations, or 

volunteers in hospices. We cannot exclude that had such people taken part in 

the experiments presented above (Darley & Latane), they would help persons 

in need regardless of the fact that there were others around who behaved 

passively, or even tried to discourage them. Besides, in all experiments there 

were some subjects who behaved in accordance with their moral standards and 

expectations. Maybe they were examples of people having a higher moral 

condition, who direct themselves with the precepts of practical wisdom and are 

resistant to situational factors. 

The data presented by situationists at best allow us to formulate a thesis 

that most people act automatically, often against their declared values. 

Questioning the empirical adequacy of the reflective model of practical 

wisdom would require much more than that. Situationists would have to 

demonstrate that action as described by the Aristotelian model is totally beyond 

human capacity. Meanwhile, even the experiments cited by situationists do not 

show that this is the case. There are always some subjects who behave contrary 

to the way situationists expect. The fact that they constitute a minority is 

irrelevant to this debate, as virtue ethicists agree that perfectioning one’s 

virtues, including phronesis, is a difficult process. 

Also maintaining that practical wisdom is empirically adequate does not 

require rejecting automaticity in our cognitive and motivational processes. It 

merely excludes the claim that all such processes are totally automatic. Within 

social psychology, and on the basis of the same empirical data authors such as 

Brewer, Bollender, Kahnemann have formulated various dual-processing 
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theories which make room for both, entirely automatic processes as well as 

conscious, reflective processes. To illustrate how dual-process theories allow 

for traditional practical wisdom, I will refer now to Daniel Kahneman’s theory 

presented in his book: Thinking, Fast and Slow.
1
 From the perspective of his 

theory although perfecting phronesis seems to be very difficult and requires a 

lot of agent’s effort it is still possible. 

Basing on the latest research in social and cognitive psychology, 

Kahneman outlines a vision of a human dual-system mind. System 1, named 

“fast”, is specialized in automatic, effortless thinking (ex. associating, cause-

effect reasoning). It constructs impressions, emotions which then become the 

source of our later choices and decisions. System 2, “slow,” requires conscious 

effort and is responsible for conscious thinking, monitoring and controlling 

agent’s own actions and emotions. We identify ourselves with this system, as 

our conscious self who holds views and makes choices. Both systems are 

constantly active: system 1 constantly generates various impressions, 

presentiments, intentions, emotions etc. Meanwhile system 2, lazy by nature, 

maintains itself at a low level of activity, usually passively accepts what system 

1 suggests. Only when facing problems or difficulties does it intensify its 

activity. 

The two systems complete each other, thus minimalizing and optimizing 

their efficacy. System 1 is usually very good at daily activities. Basing on its 

data, people make quick, effortless, usually accurate choices. However, system 

1 is often tendentious and falls for various illusions. Moreover, when it comes 

to realizing logically more complicated or statistical tasks it breaks down. Then 

it needs intervention of system 2, which is responsible for comparing, critical 

analysis of various options and aspects of a problem, and making choices 

between viable alternatives. System 2 is also responsible for monitoring and 

controlling thoughts, actions and spontaneous tendencies to act, generated by 

system 1. The less the effort on the part of the agent, the greater the tendency 

of the agent to uncritically rely on what is suggested by system 1. More 

generally, Kahneman depicts system 1 as impulsive and intuitive, and system 2 

as understanding and cautious but, at least in cases of some people, very lazy. 

Kahneman devotes a lot of attention to the issue of cognitive illusions 

influencing our choices and decisions. He is well aware of empirical results 

concerning the priming effect, and does not deny them. He does not think, 

however, that we are totally determined by priming factors. As he notices, 

priming mechanism and factors can be foreseen and measured, and they are not 

as strong as it may seem. For example empirical studies show that only a few 

voters out of a hundred who had undefined political views will change their 

voting decision about the way of financing schools just because the polling 

station was in a school building. We are not totally defenseless against priming 

factors. Another example refers to framing effects: empirical studies show that 

two logically synonymous descriptions may evoke different reactions in agents, 

depending on how they were formulated, which words were used (“you lose” 

or “you gain”; “survive” or “die”). Emotions evoked by certain words may 
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decisively influence our final choices. They may but do not have to. The 

studies show that there are always such agents who choose the same option, 

regardless of the differences in their descriptions, which suggests they do not 

blindly follow system 1, but take effort to analyze rationally the presented 

options. This requires activation of system 2. 

The whole of Kahneman’s book, although to a large extent focused on 

identifying thinking traps, mistakes people make when following system 1, 

does not lead to the pessimistic conclusions that we are doomed to the limits of 

automatic cognitive and motivational processes and have no influence over 

them. Knowing how expansive system 1 could be, it is good to elaborate an 

attitude of caution and criticism, and mobilize system 2 to be active and 

control. Kahneman’s book warns against intellectual laziness and encourages 

the readers to be more engaged and vigilant not to fall prey of easy and quick 

responses. The good news is that the two systems are able to mutually 

influence each other. Besides, automatic schemes of thinking and acting are not 

all bad; they allow us to efficiently function in our daily lives. Our deliberative 

and cognitive possibilities are limited; constant activity of system 2 at a high 

level would lead to the “exhaustion of ego”. System 2 needs some periods of 

rest. 

 

 

Conclusion 

 

The Aristotelian model of practical wisdom, especial its contemporary 

version in virtue ethics is not contrary to empirical research. Firstly, 

experimental data to which situationists refer do not support the rejection of 

this model, at best they lead to a conclusion that few people follow practical 

wisdom in their actions. Secondly, based the same data theories of the dual-

system of the mind seem to support the claim that at least to some extend moral 

deliberation, a core function of phronesis, is possible. The research shows that 

it is difficult to achieve the virtue of practical wisdom, but did not deny its 

empirical possibility. Virtue ethics requires what is difficult but not 

impossible.
1
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C H A P T E R   FOURTEEN 

 

The Theory of the Antonyms 

 
Sander Wilkens 

 

 

Since antiquity, humans have increasingly evolved the habit to think 

in opposites. Concerning modernity, the principle of contradiction 

has by far outweighed the foremost counter-principle of dealing with 

negation in philosophy: the antonyms. In connection with textbook 

explication and Frege, his restriction on sentence negation is 

refuted. The main hypothesis is that negation may fuse with terms in 

a distinctive manner, and consequences are shown in connection 

with the logical circuit (loop). 

Keywords: forms of negation, antonymy, contrariety, distinctive 

fusion, circuit.   
 

 

As an introduction to the theory of antonyms, which implies several 

horizons within semantics, logic, and general philosophy (metaphysics), an 

instance of literature may introduce. The passage, by fortune, stems from 

Condillac. When explaining the performances of the faculty of imagination, he 

explains that by reason of insensibly connecting the ideas of a certain turn of 

mind - the normal working of the imagination - “persons of a particular 

physiognomy strike us more than others. For physiognomy is only an 

assemblage of features, which we have connected such ideas, as are never 

revived without being accompanied with approbation or dislike.” The 

conclusion of the explanation reads: “Hence it is that these connexions have a 

prodigious influence of our conduct: they feed our love or our hatred, they 

encourage our esteem or our contempt, they excite our gratitude or resentment, 

and produce those sympathies, those antipathies, and all those whimsical 

inclinations, for which we often find such difficulty to account.”
1
 

Obviously, this passage entails a concise bundle of antonyms. Terms 

which have to be recognized as antonyms are about twenty, at first (a) overtly: 

(i) approbation versus dislike, (ii) to judge versus to be prejudiced; (iii) friend 

versus enemy, (iv) agreeable versus disagreeable; (v) defects versus amiable 

qualities, (vi) most perfect endowments (or virtues) versus vices; (vii) love 

versus hatred; (viii) esteem versus contempt; (ix) gratitude versus resentment; 

(x) sympathies versus antipathies; (b) latently, the same passage contains 

further antonyms because the counterpart is not always manifest: so (i) wrong 
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versus right notion or even (ii) true versus false; (iii) to connect versus 

separate, (iv) to be inclined, to be averse; (v) to be surprized versus to be 

bored; (vi) an assemblage versus a clutter of features. At this point there may 

follow a stop because virtually one would find a contrary, but not a real 

antonym, for nearly every term or concept mentioned. Accordingly, a sort of 

lexicon may be setup, which is also common practice, and the second key word 

has been used, the contrary. According to antonyms, the negation involved is a 

peculiar form which performs and perfects the contrary.
1
 Contraries or better 

contrarieties are, according to textbook interpretation, those like ›sympathy‹ 

and ›antipathy‹, also ›dis-‹ versus ›agreeable‹ or ›like‹ versus ›dislike‹. 

Nevertheless, if one wants to find the correct antonym, otherwise the 

contrarieties of a term, one will find a concrete bundle of possibilities: in the 

passage above, ›dislike‹ was opposed to ›approbation‹, but it might also be the 

›like‹, ›approval‹ or ›acceptance‹.
2
 This situation, well-known from the 

translation of a stable logical relation into formal terms, should not be 

identified with vagueness.
3
 What counts is that the opposition is not pure in the 

sense of having only two terms, instead of overspanning a peculiar reciprocal 

relation of mutual extremities, logically opposite, where both ends may be 

termed with different words. Hence, when negation perfects the contrary, then 

negation also is necessarily fusing with one or the other extremity. And the 

antonymy, in first instance, must be a form of negation.   

This assertion – the main hypothesis concerning the theory of antonyms – 

should at once be made clear. The extremities, which are opposed within an 

antonymy like ›hot‹ and ›cold‹, one of the most famous in history, are focal 

entities. Each side of the extremity must perform a focus because the relation, 

the fundamental negation, behaves in such a way that each side is necessarily 

connected to the opposite, and at the same time necessarily separated (to 

illustrate further, the nano region versus the universe within the sister pair 

›large-small‹. If one would take this last mutuality as a clue to understand the 

relation on the grounds of mutual disjunction, first in the inclusive, and then in 

the exclusive form, this would, easy to see, neutralize polarity involved – an 

instance often to observe within history of ideas or scientifical claims – in 

addition enter into ambiguity because disjunction does function both with 

contrariety and contradiction concerning the opposition of the segments).
4 

As a 

token, the early Kant says: “The human has a sense to perceive, a mind to think 

and a will in order to choose or disgust. If he would have nothing else but a 

sensual faculty to represent and to desire, he would be like a receptive plant or 

                                                 
1
According to Lloyd, Geoffrey E.R. 1966. Polarity and Analogy. Two Types of Argumentation 

in Early Greek Thought. Cambridge: CUP. Further reading: Horn, Laurence R. 1989. An 

natural History of Negation, Chicago: University of Chicago Press. 
2
This situation underlies also the interpretation of Lehrer, A. & Lehrer, K. 1982. “Antonymy”. 

In: Linguistics and Philosophy 5, 483-501.  
3
As one might follow from Quine, Willard Van Orman. 1960. Word and Object. MIT. 

4
This insight can be traced back to Kant’s teaching of the ‘Einteilung’ (assignment) of a given 

concept, p.e. in Logik Hechsel. In particular, antonyms do not represent exclusive resolution of 

a disjoint because it would presuppose that all antonyms are exhaustive. 
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a shell.”
1
 This aphorism should prove two things, (i) that thinking in 

antonymies belongs to the human mind, hence it should decline like a 

primordial property as to how his thoughts must evolve; and (ii) there will 

always, necessarily, be an opposition against the position which is taken (not to 

confuse with affirmation). Negation, according to the antonymy, is like a 

membrane spanning end-to-end over all representations, terms and/or notions, 

contrary to contradiction if this is taken as the (counter-)principle in advance or 

as the category. In consequence, one may ask (iii) if the same opposition, its 

logical base, is restricted to the will or thoughts, if not also to the faculties 

themselves. Accordingly, the opposition between sensing and thinking, which 

still founded the core of Kant’s mature philosophy, is not only immediately 

compatible, but evolving within the antonymy. On this line it would be false to 

purport that there ever should exist pure sensing or atomic sense data against 

similar pure, absolute thinking. Instead of the necessary intersection, being the 

result of the opposition in which the faculties, sensing versus thinking in main 

instance, must preserve their performances even on the limit.   

 

 

The Horizons of Frege 
 

Antonyms as a peculiar form of negation at the same time include and 

exclude each other. This will constitute their incompatibility or inconsistency, 

insofar this, the inconsistency according to modern mathematical logic and 

linguistic interpretation of negation on the whole,
2 

explains negation in itself 

(apart from Lehrer 1982 who take it primarily on a scale of comparability from 

the linguistic point of view). From this presupposition follows immediately that 

antonyms form the direct counterpart to contradiction because they include the 

conceptual counterpart within the extremities instead of falling 

complementarily apart, as contradiction does. (It should be mentioned that 

there is also a form of polar opposition, sometimes called strict 

complementarity, which behaves in the same manner, complete 

incompatibility). Hence this, contradiction, requires distinct non-fusion of the 

mutual negative parts, whereas antonyms, quite to the contrary, require exactly 

the opposite, that is, they bind their opposites by intrinsical fusion according to 

negation and allow the extremities themselves to be manifested like focal 

distinctive terms. To elaborate the theoretical context a little bit further, 

antonyms necessarily belong to term logic instead of the sentence operator 

‘not’. Second, one should conclude that antonyms, insofar they must represent 

a negative relationship which can be drafted from essentially two perspectives, 

must represent an authentic 2- or n-relational form of negation.    
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2
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This can be made clear with rather easily accessible means. These will also 

help to see the difference to another theory of negation introducing the pathway 

to modern logic, the thinking of Frege. In his seldom appreciated paper 

“Negation” he defends his view that the thought (Gedanke) must be an 

independent entity which has to be settled against truth/falsity and sense.
1
 

Relying upon contraposition or a composite clause, there should follow the 

possibility to relate any part of a sentence to an entity which, according to his 

formulation, has a being but is not equivalent with truth or sense; of course, 

this is also well known from his solution concerning the concept of number. 

Now he introduces striking examples like  

 

× ›3 is greater than 5‹ 

× ›The Schneekoppe is higher than the Brocken‹ 

in which cases the negation would be  

× ›3 is not greater than 5‹  

and 

× ›The Schneekoppe is not higher than the Brocken‹. 

 

Accordingly, there has been only one form of negation attributed, 

Aristotelean contradiction (the negation is settled with the predicate, equivalent 

with the sentence operator like ‘it is not the case that’). Now, the matter is by 

far more complicated, which will have to be shown in several steps. The first 

one consists in reflecting the predicate ›great/high‹ versus their antonyms 

›small/low‹. Frege is only apt to consider negation on the grounds of the 

fulfilled rule of double negation or 2-neg-conversion, i.e. instead of ›The 

Schneekoppe is not higher/smaller than the Brocken‹ to formulate ›the Brocken 

is higher than the Schneekoppe‹. His argument is that both sentences transform 

a peculiar entity on the whole, which he names the thought. It has to be 

differentiated or set apart from the truth value. No question, however, there is a 

grave fault because he introduces his demonstration by double negation (duplex 

negation affirmat) so that ›it is not true that the Schneekoppe is not higher than 

the Brocken‹ allegedly resolves into ›The Brocken is higher than the 

Schneekoppe‹.
2 

Yet never the double negation of an antonym is coincident with 

the opposite, it might always be something else (at least even; if somebody 

becomes hostile towards an enemy he will not make him his friend; or in any 

case the negation of a negated antonym might take place everywhere on the 

scale in counterdirection, preserving the negative element; only in cases of 

strict complementary polar opposition double negation works, still not 

coincident with contradiction, as +/-well-formed, or even true(-)false apart 

                                                 
1
Frege, G. 1919. “Negation”. First published in Beitrªge zur Philosophie des Deutschen 

Idealismus, vol.1 = Geach, P. & Black, M. (1966). Translations from the Philosophical 

Writings of Gottlob Frege. Oxford: Basil Blackwell, 117-135.  
2
Frege 1919, 123-124. 
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from pragmatic context, wave(-)corpuscle).
1 

Hence, following only the rule of 

contradiction (or complementary partition on the whole), his conclusion is not 

correct that negation has no influence concerning the thought or that its intra-

connexion is not affected. Of course it is, and what he feels or wants to 

preserve should be the rule of fusion or the regular or distinctive melting of 

logical entities, which must affect terms, and in particular terms, instead of 

only the entity of the thought modelled by a sentence. A proposition (or 

Urteil/judgment) understood as the self-sustaining entity, is therefore clearly to 

separate from a focus term.   

As a next step, he also introduces examples like ‘Christ is immortal’, 

‘Christ lives for ever’, ‘Christ is not immortal’, Christ is mortal’, ‘Christ does 

not live for ever’. He accepts that “it is by no means easy to state what is a 

negative thought” concerning these extrapolations. His final argument is that 

“at present” there is no criterion which could decide between a negative and 

affirmative thought even if in these instances the negative morphem – or 

logical indicator – is correlative with the noun or adjective. He concludes: “The 

criterion cannot be derived from language; for languages are unreliable on 

logical questions. It is indeed not the least of the logician’s tasks to indicate the 

pitfalls laid by language in the way of the thinker.”
2
    

Considering modern linguistics and polarity items, which relativize a good 

portion, further his usage of the term “unreliable” or his comparison “not the 

least of the logician’s tasks”, one must wonder why he does not reflect the 

antonymy on one part, or polar opposition, on the other, which he only reflects 

concerning the opinion that judgment and negation were polar opposites. 

Indeed, ›greater than‹ or ›higher than‹ are both classical instances of antonyms. 

Hence ›if 3 is not greater than 5‹ then, if equivalence or indifference is 

excluded, it is ›smaller than 5›, and the same is valid for the comparative 

sentence of the two mountains, hence the ›Brocken is lower than the 

Schneekoppe‹. What counts is that the negation obviously has the opportunity 

to alter the place and eventually fuse with one or the other item of the sentence: 

it is following an axis which comprises the centre of the conceptual relation 

including both focal extremities or opposites. In any formulation of ›not 

higher‹ versus ›lower‹, where the truth value remains the same, 

 

Á the negation has shifted its position in order to be semantically 

fused with the predicate term itself.  

 

One can see this also in his proper paradigm: ›Christ is not mortal‹, ›Christ 

is immortal‹, ›Christ lives for ever‹ – here negation has first taken the form of 

contrariety, then is has been fused with the contrary affirmative expression: 

obviously, the sentence operator is able to fuse with the internal semantic 

sphere of the sentence, the linguistic allowance set aside. This fact, on the 

whole, is sufficient to take self-consistent and undependable negation as the 

                                                 
1
Seemingly, Horn 1989 oversees this fact leaving Frege with the only relation of negation to 

the thought. 
2
Frege 1919, 125. 
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opposition to affirmation, not thought or judgment, and (i) to relate it to an 

antecedent conceptual role like that Kant invested as categorical because 

negation has its origin at the very core of the human mind and its resources: 

considering the opposition consciousness vs. non-consciousness or being 

versus non-being, it should have the first place (where idealistic orientation 

would, on the whole, not help to finally resolve the logical and/or theoretical 

opposition within one centre, the absolute, and the plus-minus totally resolved 

or fused); (ii) to provide negation a necessary place in connection with 

relational terms instead of the simple one to proposition or thought, as Frege’s 

terminology intended: as an instance of polarity, antonyms must prove the 

original divisibility of concepts, of a conceptual core or axis (the ‘Ø’ in Lehrer 

1982), distinctive, as mentioned, from traditional or modern disjunction. 

Nevertheless, Frege is right to distinguish an entity, in particular a logical level, 

which he calls the ›thought‹, because in any case the two levels, what thinking 

does and what the linguistic expression renders, are different, never one-to-one 

or even identical, like the blind folded sign-post which eventually allows 

putting the whole sphere on conclusive and proper reductive plans. Even more, 

they tend to fuse, and it is one of the main tasks of philosophy, and logic as 

well, to recognize fusion in its both ends or extremities, when it is distinctive 

(might be a pole, a focus, a nodded construction or even a topology), otherwise 

not and thus the ambiguity or traditional confusion, extensively studied by 

authors like Quine. In this sense, thinking and linguistic expression are 

different even more, if one reflects the whole range of negative expressions 

which are possible. The antonymy appears to reflect the core of the human 

mind, its very source or negation-oriented ‘stemma’ quite like sub- & 

coordination (or intellectus versus sensus according to Kant’s lifelong 

teaching). Logically, it immediately falls apart from contradiction because, 

when identity and non-identity as the first necessary ingression of the mind 

tries to settle with (strict) complementarity and incompatibility, it must include 

the binding-separating condition to exclude contradiction on the second level. 

So there is good reason to settle it with first priority against scholastic, 

baroque, and rationalistic principles, very well aware of the modern break of 

non-continuity, complying with: to understand polarity within the antonymy 

one does not need to settle with consciousness as an accomplished (nowhere 

negated) continuum, in addition exhausted or not.    

To make a further step, Frege does not differentiate between polar 

negation versus non-polar negation. Both negations stand orthogonal to each 

other, as the non-polar negation will always result in its primary form, 

contradiction. The antonymy, on the other side, requires or is equivalent with 

the fact that each negative, seen from the other side, is necessarily implied on 

the limit (the strict complementarity of contradiction should therefore not 

resolve solely to this formulation). From this requirement follows a peculiar 

form of relation where false and right do intersect ordinarily which provides a 

specific regular insight into the opposition of the terms involved. (Besides, this 

intersection is also the reason for the involvement with the liar theorem, and it 
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is rather well known since the antiquity, obviating into the rationalistic sphere, 

which will be shown shortly afterwards in connection with the Platonic 

Euthypro). Of course, one may think at once at the famous element-set problem 

of Russell which demands separation or non-union on the sole presupposition 

of contradiction or incompatibility in the sense of a strictly non-polar logical 

foundation. As soon as the polar foundation is permitted and controlled, the 

problem should acquire an insight of resolution. There must be an instance, 

where element and set fuse or intersect, as soon as they behave as antonyms or 

on a polar base: a focus as an element or part might also be responsible for 

forming the whole set by reason of fulfilling the binding principle (attraction). 

In addition, in mathematics or any other matter, where rigour is involved, it is 

possible to have this intersection, the negative of the negative or the limit of 

one antonym in the other, as a pursued contrary axis (and eventually one does 

not know, where this intersection lies on the whole range, p.e. the unforgettable 

forgotten item or the ever-more-increased diminishment, the more-than-surplus 

default as a hidden node. Besides, religiosity and explanation of religious 

spirituality has a peculiar access to these encompassing perception and 

thinking, which, as shown, does not depend upon). Significantly, Frege 

concludes his paper with contradiction as the main and only negation a thought 

can be complemented with, even at the price to overlook contrarieties. He 

purports that ›the uncelebrated man‹ was the same as ›a man‹ who is simply 

›not celebrated‹, and both thus transferring contradiction. Concerning modern 

literature in linguistics and logic, it does not need a mention that the contrariety 

or contrary term does not comply with the law of the excluded middle (LEM), 

hence it opens the way to non-classical truth values. Now the antonymy, even 

more, has a standing on its own, to the extent that it seems a very entrenched, 

absolute form of thinking all the time, even increasingly complicated in the 

present, the Western included. One does not need to rely upon the antiquity, it 

is still very customary in the background of modern economic or political 

thinking, p.e. monetary versus fiscal decisions of governance, the aggregation 

of properties within population, the financial statement or the accounting of 

profit versus loss, the derivatives, finally the behavior of the markets, as the 

market is an antonym in itself (crystallized or frozen, as one will, the focus 

within a periphery that does need at least one primordial counterpart implied). 

As such, the antonymy is logically dependent on terms, i.e. the opposition of 

terms, against a propositional foundation which Frege purports (or the sentence 

operator, in accordance with the well-established first chapter of Horn 1989, 

settling with philosophy and not only linguistics). So there is enough 

justification to acknowledge the roots of the antonymy within categorical 

thinking or the real source of concepts. Once more, one can easily proof that in 

his own terms. In the beginning of his The Foundations of Arithmetic he denies 

the view of Kant that numbers are grounded in pure intuition. He says: “Yet it 

is awkward to make a fundamental distinction between small and large 

numbers, especially as it would be scarcely be possible to draw any sharp 

boundary between them.” Conceded, the polarisation between large and small 

numbers does not depend from “135664” versus “37863” or anything else but 
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from terming them “small versus large” and to know the conclusive 

implications for negation (behaving contradictorily or not); in addition, that 

there is no sharp distinction between them what bears the utmost difficulty in 

general terms concerning universalisation, influence and general validity: when 

numbers are scaled according to polar terms or on grounds of polarisation, they 

do not have a real centre quite in the same manner as the universe does not 

have it.
1
         

 

 

The Circuit 
 

[1]. As the antonymy or polar opposition is immediately involved with 

negation, and also any forms of latent negation, hence also falsity, the antonym 

is the main instance to explain the circuit or regular loop in thinking. As an 

instance of the duty already mentioned, at this place should follow a 

remembrance of the antiquity. Euthyphro, the young theologician, is disputing 

with Socrates over the question about not what the holy means but what at once 

the holy against the unholy differentiates, if there is a standard as a one-to-one 

reference under all circumstances. Socrates, as everywhere the very inquisitor, 

(i) explains that holy is not only any action being judged to be conform to the 

ideal of the holy, but also an action that eventually is denied to be holy, 

stretching the sphere to the other side. This shows that negation is immediately 

and irreducible involved when referring to the negative of holy: it can be 

properly ›unholy‹, but otherwise one may also deny the holy. So, as explained 

above, negation is able to fuse with the opposite term as soon as the unholy, 

understood not as the contrary term but as the real polar term (see Frege above 

concerning the immortal versus eternal). Accordingly, Socrates explains and 

demands that (ii) “the holy is directly opposite to the unholy.” Now, 

concerning the dialogue which expands in expectable terms, there must result a 

situation where both terms are true or coincident. It is the argument by which 

Socrates refutes Eutyphro, who is willing to believe in only one holy forming 

an absolute realm of meaning without any incumbent negation. Socrates, 

however, shows that among the gods the same action may be seen right versus 

wrong, be liked versus disliked, agreed versus disagreed, and finally be loved 

versus hated. This, the hatred, is also the term, where the opposite of the holy 

receives its very polar or antonymous term, hence the hateful instead of the 

unholy (which might be contrary). Now one conclusion, the rationalistic one, is 

that there must follow a contradiction because it is impossible that the holy and 

the unholy should be valid at the same time. Accordingly, if the condition of 

being holy is pleasing the gods this condition is both not sufficient and not 

necessary.  

[2]. This solution should be a shortcoming as soon as one concentrates on 

the nature of the opposition. As (i) it has a standing on its own and does 

                                                 
1
Frege, G. (1884). The Foundations of Arithmetic. A logico-mathematical enquiry into the 

concept of number. Transl. by J.L.Austin, B.H.Blackwell: Oxford. 
2
1953, §5, p.6.  
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represent a necessity that unfolds all over the representations (thoughts) of the 

human mind; (ii) it represents a peculiar form of opposition and negation that 

cannot be reduced to contradiction but must be opposite to it, the antonymy 

deserves a close analysis of its forms, possible situations, and the very sorts of 

negation it incorporates. Again one may conclude, that the denial of the denial 

is not equivalent with the affirmation, or that any circular or concatenated uses 

of polar terms, when coupled with negation, do not necessarily conform to the 

rule of double negation. When gods dislike each other, thus become 

instantaneously holy versus unholy, the negation of one instance of unholiness 

does not necessarily result in the in-/direct holiness of the same or other god. 

Instead of, (iii) holy and unholy form necessary bundles, or they intersect like 

polars. In addition, these poles - or necessary perspectives - are subject to the 

rule of scalar opposition or gradation (linguistically on the scale of 

incompatible terms according to Lehrer 1982). Hence the negation of the 

negation of a polar term might easily underpass the degree of a positive polar 

term. To put this in abstract terms, this situation is equivalent with passing to a 

real logical circuit, where negativity is the input of progression. 

[3]. Now the question comes up how such circuit has to be analysed, how 

it can be measured according to its several degrees, and where the main fields 

of application are. Before introducing two remedies against misunderstanding, 

the antonymy as (i) a form of contradiction by reason of incompatibility 

(Bolzano), (ii) a form of ambiguity coupled with the analogy (Quine), one has 

to bear in mind that it is a form of polarity or polar opposition. It can be no 

question that it has been detracted (neutralized) from the mainstream of the 

history of philosophy and logic as well, even if sometimes it deserves direct 

reference as in the following application. When citing Cassirer with an 

accommodating instance, then the formal sense should be correspondingly 

extracted. As a token, he explains that in the middle of the 18
th

 century “a 

peculiar process of thinking commences which seems to be driven by polar 

forces. The philosophical thinking, within one and the same act, tries to detract 

itself from mathematics and to attach to it; to get rid of its sole domination and, 

within this same liberation, to not defy and contest this domination, but to 

justify it from another side.”
1
 The polar opposition is logically and/or formally 

marked by this counter-directed, double relation of at once binding and 

separating its opposites, which characterizes the main portion of antonyms 

(like ›dry-wet‹, ›big-small‹, ›rich-poor‹ against ›left-right‹, ›counter-

/clockwise‹, ›open-closed‹ etc.). Hence Kant with his interpretation of 

interaction, disjunction and third category and Hegel with his main 

interpretation of the dialectical motion comply with the polar opposition, 

except of expressing its essence. The antonymy - as a polar opposition - 

comprises a conceptual axis which is driven in at least two extremities and 

which, at the limit, may intersect because - as the logical, irrefutable condition 

- these extremities at once must bind and separate each other. When the 

‘aufheben’ or synthesis according to Hegel means (now) the fusion of two 

former opposite terms, a fusion that proves their intersection on a common 

                                                 
1
Cassirer, E. (1932). Die Philosophie der Aufklªrung. Berlin: Dunker & Humblot, 15. 
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conceptual axis or resolution into a common centre concept, then it must prove 

the polar opposition and, in particular, that the resolution will never arrive at a 

limit, ‘horizon’ or stage, where the circuit, the precondition of plus-minus, will 

become the absolute singular core, nucleus or fused in itself (according to him, 

hence ideally, the ‘absoluter Geist’; according to Marx, and materially, the 

single or unitary class). This has two consequences, (i) the antonym or polar 

opposition is in itself endless, unlimited or infinite (however not in the sense of 

the Kantian category (II.3), which does not include a regular opposition in the 

sense of antonyms instead of disjunction and “Einteilung” on the basis of 

contradiction or contraries), provided that any polar opposition necessarily 

includes the opposite on the limit, whereas contradiction under similar 

preconditions is always finite, as it must decide the case for one or the other 

side exclusively – this seems a priori or a law of reason. (ii) It will result the 

entrance of the non-classical circuit because each extremity is forming and/or 

implying a focus, and both focusses on a common conceptual axis belong 

together in order to encompass the diverging manifestation of their underlying 

circuit. Again, this explanation is compatible with Frege’s characterization of 

the “doctrine of relation-concepts” as analytically and a priori signifying the 

logical form.
1
 With the antonymy and polarity in the precondition, negation 

becomes ni-relational in a strict sense against the non-relational meaning 

coupled with contradiction as the sentence operator.    

[4]. The internal link to ambiguity may be reckognized by Quine’s 

interpretation of the analogy. He takes it as the learning tool to deliver the 

comprehensibility of the insensible against the sensible (which, in addition, 

pertains to the subject). At two instances he also points to “extrapolarization” 

and the “relativization of polar words”.
2
 The first one, as a process of analogy, 

is the functional counterpart to the antonymy because both are systematically 

(or necessarily) related to the second, the relativization of polar words. Quine 

does not respect this connection, and also, in line with the tradition, he does not 

acknowledge the peculiar opposition and negation included, peremptorily 

orientated to make contradiction the 1-to-1-rule. When items can be 

systematically scaled in such a manner that the (nano/macro-)extremities do 

not need to be sensible (his example: bird ï bee ï gnat ï mote of dust ï 

molecule) then necessarily they must include the possibility of relativization of 

polar words as complementary procedure. Hence the “extravagant degree of 

vagueness” in connection with terms like ‘little’ and ‘big’,
3 

if it can be 

“brought under control by retreat to the relative terms ‘bigger’ and ‘smaller’, 

similar for hot and cold, high and low, [etc.],” must include the import of 

negation by means of the antonymy and the regular concatenation of a circuit. 

                                                 
1
Frege 1884, §70.  

2
Quine, W.V.O. (1960). Word and Object. MIT 1960. §§ 4, 26, 13-15, 127. 

3
Following a reviewer’s comment, if there should be also an extravagant vagueness according 

to Russell’s paradox mentioned above, this one should be accounted for as original (with 

original source belonging to antonyms). 
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The relativization of each item in the context is equivalent with the possibility 

to exchange the connected plus/minus value: 

 

(I) +x1 ... -y1,   -y1 Ý +x2  (bird is bigger than bee) 

(II) +x2 ...  -y2,  -y2 Ý +x3  … 

(III) +x3 ...  -y3,  -y3 Ý +x4   (mote of dust is bigger than molecule)  

(IV) +xn … -yn,  -yn Ý +xn+1;  xn = -yn+1 

 

Comment. The sign ›Ý‹ entails the necessary regular commutation of 

minus versus plus, becoming a node of the concatenation. The sign ›=‹ gives a 

generalization of the rule. 

This is only the first beginning of the relationships antonyms are able to 

manifest, something like the footprint circuit or core plan. It at once explains 

three things, (i) that conclusions or the procedure of conclusion, p.e. in model 

theory, might involve antonyms which resolve the argument from one to the 

other side – no one should assert that he would be able to overlook and see at 

once where this happens in an argumentation (›lives forever‹ or is ›immortal‹, 

and the conclusion depends upon; or to check the inductive rule from the 

passive versus active side: everyone who is mortal must also indefinitely suffer 

the mortality of everyone else, which may alter the implied set conception). 

From this perspective, (ii) negation might be used fused or defused within an 

argumentation, and the conclusion is tributary; (iii) one has to know 

distinctively which step according to the circuit is involved or relevant within 

an argument, an issue well-known from dialectics; that is, regarding the circuit, 

not only the opposites might fuse, hence alter their value on one side, but also 

the steps themselves, as they happen to follow the same thing, the interchange 

of polar measure terms on a common or perpetual axis; (iv) one has to know 

distinctively the real co-operation of the negative terms or nesting of negativity 

because they might follow different negation within the same instance: 

contradictory, contrary, and polar opposition, i.e. the antonymy.  
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Ayurveda is an ancient Indian medical science. It flourished in India 

around 1000 B.C. and still provides effective treatment and 

preventive measures related with health & fitness. In Ayurveda, the 

theory of health and disease is built on the metaphysical assumptions 

of two famous philosophical systems named Samkhya and 

Vaisheshika to explain the nature and basic constituents of human 

body. Ayurveda describes the natural uniformity of all creations 

whether living or non-living. There is always a continuous reaction 

between human body and external environment. Both are assumed to 

consist of same elements identified as Panch Mahabhutas in 

Ayurveda. Since human body has same elements as nature, we must 

follow a life style which is in unison with nature. With the changes in 

nature and environment during different seasons and also during 

day and night, our regimen and other daily activities should also 

change. What we eat during daytime can be different from what we 

eat during night to remain healthy. The same concept applies to 

different weathers and seasons. When the balance between nature 

and human body disturbs, we get ailments. Apart from describing 

relationship between body and environment, Ayurveda also imposes 

the responsibility upon human beings of maintaining nature in its 

best condition. The ideal life style for mankind shall preserve nature 

and should not destroy its natural contents. If human activities 

destroy or distort the natural environment they are considered 

unethical in Ayurveda. Such unethical behavior is the cause of 

various diseases and sufferings for us. It not only harms nature but is 

also fatal for the human body. By analyzing the concepts of mankind 

and its health & disease, we can trace out the structure of ideal and 

meaningful lifestyle for human race that will ensure natureôs 

protection and a healthy mind and body for every human being. In 

this paper an attempt is made to put forward the ideal way of life 

and human conduct according to the Ayurveda and to prescribe 

methods on which various human activities can be judged as ethical 
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or non-ethical and beneficial or harmful for the nature and human 

race. 

Keywords: Health, Ethical Conduct, Ayurveda, Samkhya, 

Vaisheshika, Ethics, Suffering 

 

 

Introduction 

 

Ayurveda is the ancient Indian medical science which flourished and 

developed in Indian sub continent. Scholars have traced the origins of 

Ayurveda back to 5000 BCE originating as an oral tradition 3.1(Gorakhnath & 

Kashinath, 2008). Later, as medical texts, Ayurveda evolved from the Vedas 

and gained prominence as a medical science during 100 BCE to 100 CE. 

It has a long and rich tradition of serving people with its diagnosis and 

medicines. Among the four Vedas the Atharvaveda is considered the oldest text 

related to Ayurveda. In Atharvaveda we can trace many quotations related to 

Ayurveda. It also has references of many medicinal plants and their properties 

and methods of their use in various diseases. As far as the origin and 

development of Ayurveda is concerned, it is explained on the basis of divine 

blessings. The king of Gods named Indra has given this knowledge of life to 

ancient seers for the welfare of mankind3.1 (Gorakhnath & Kashinath, 2008). 

In Indian philosophical tradition the theory of four goals (Purusharthas) 

represents the nature of an ideal lifestyle for a human being. This theory 

prescribes the guidelines and criteria for an ideal human life. Ayurveda 

considers disease as a major obstacle in the fulfillment of an ideal life. That's 

why Ayurveda was taught by Indra to some wise Sanyasis (seers) who 

subsequently taught it to their students. The students then compiled the 

teachings in the form of texts known as Samhitas. These Samhitas form the 

original text related to Ayurveda. Some of them are named as Charak Samhita, 

Sushruta Samhita, Kashyap Samhita and Harita Samhita. Besides these, there 

are some other very reputed texts related to Ayurveda along with numerous 

treatise and secondary texts. All these constitute vast literature of Ayurveda.  

Ayurveda has 8 parts or branches:  1.1 (Ambikadatta, 2009) and 2.1 

(Atridev, 2004) 

1: Kaya chikitsa (general medicine) 2: Shalya (surgery) 3: Shalakya (ENT) 

4: Bhoot vidya (Psychiatry) 5: Kaumar-Bhratya (pediatrics) 6: Aagad tantra 

(toxicology) 7: Rasayan (methods for sustaining youth and vitality), and  8: 

Bajikaran (methods for enhancing sexual powers). 

Even today Ayurvedic treatment and medicines are very popular among 

people. Some basic Ayurvedic theories and assumptions are very relevant and 

meaningful in present scenario. Presently when human civilization takes the 

credit of scientific and technical advancements and claims advancements in 

human progress and quality of life, we also come across the criticisms by 

scientists regarding rising hazards for human existence. Global warming, 

constant drastic changes in climate all over the world, unfavorable shifts in 
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weather conditions etc. have put a question mark on all scientific achievements 

and human progress. It poses a question before all of us whether we are going 

in the right direction? Have we set a pathway that will lead us to destruction? 

Ayurveda provides us the guidelines through which we can trace out the 

structure of an ideal lifestyle for human beings using which we will be able to 

sustain existence of human race and the beautiful nature around us.  

Contrary to what many people believe that Ayurveda is suitable only for 

particular demographic conditions such as Indian sub continent and particular 

lifestyles such as vegetarianism; its principles are universal and apply to the 

whole world irrespective of the location or eating habits. Ayurveda prescribes 

lifestyle for daily routine as well as for seasonal routine which shall be adopted 

according to the nature of human body and personality.  

Ayurveda considers that human being is a part of nature and is not separate 

from it. If nature or natural environment gets disturbed or imbalanced, then 

human body also gets disturbed and distorted. Therefore, it provides guidance 

not only for the sustenance of the health of a person but also for the survival of 

human society and protection of the nature simultaneously. 

Ayurveda has developed its theoretical structure on the philosophical 

assumptions. The theories of health and diseases are based on the metaphysical 

assumptions of Samkhya and Vaisheshika schools of philosophy. In defining 

disease, Ayurveda considers suffering (Dukh) as a synonym for disease. This is 

due to the fact that in every case of disease, the element of suffering is 

invariably present. Therefore, in Indian philosophical tradition the complete 

removal of sufferings from human life targeted as principal goal. In Ayurveda 

also the treatment of disease is the main goal. The difference in their 

approaches however is that while philosophy deals with the permanent and non 

recurring concept of suffering removal known as Moksha or liberation; 

Ayurveda provides medicines and guidance for removing diseases and 

remaining healthy. According to the philosophical assumptions, Ayuerveda 

accepts non recurring removal of diseases as a possibility only in the condition 

of Moksha (liberation). 3.2 (Gorakhnath & Kashinath, 2008) 

Ayurveda has two main goals i) to maintain the health of a healthy person, 

and ii) to treat the diseases of an unhealthy person. It provides the guidelines 

following which a person can remain healthy. The Ayurveda advocates the 

lifestyle which is ideal not only for maintaining the health of a person but is 

also ideal for the mankind and doesn't harm or distort the nature. It is human 

friendly as well as nature friendly. The values which Ayurveda recommends 

are those which consider the man not just a biological entity or an organism but 

as a self conscious, responsible, value bound and rational creature. The 

message of Ayurveda is for mankind to preserve its nobility and responsibility 

towards the nature failing which the human race and natural environment both 

will be at risk of extinction.  

Although as compared to modern medical sciences there are hardly any 

new discoveries and research advancements happening in Ayurveda but from 

the beginning it has put forward such strong rationales about the nature of 
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human mind and body that it becomes impossible to refute or challenge them 

even now. Ayurveda is the complete knowledge of life. It has prescribed 

criteria for appropriate lifestyle, correct regimen and right conduct.  

Ayurveda reflects the Indian philosophical thoughts in which the ideal 

purpose of human life is considered as the liberation from all worldly desires 

(Moksha). The concept of four Purusharthas (goals) plays the pivotal role in 

describing the goals and ideal nature of human life.  

Ideal human life is considered as the proper balance of these four 

Purusharthas representing following activities of life: 

 

Á Sensual Pleasures 

Á Economical Gains 

Á Laws and Regulations of life  

Á Spirituality or thinking about the nature of life 

 

The health of human body constitutes both physical and mental health. The 

ideal state of human body or the nature of pure mind is a significant factor in 

human life according to Ayurveda and Indian philosophical traditions. An 

attempt has been made in this paper to identify the ideal status for human being 

to attain perfect health. Concepts of health and diseases are discussed in this 

context and the role of ethical conduct and its impact on desired health is 

subsequently analyzed.  

 

 

The Nature of Human Body 

 

Ayurveda considers human body as shaddhatuj (originating from six 

elements). 3.2 (Gorakhnath & Kashinath, 2008) These are both living and non-

living. The non living or physical elements are known as Panchmahabhutas 

named Prithivi (Earth), Jala (Water), Tej (Heat), Vyau (Air) and Akash 

(Space). Not only the human body but the entire physical world is made of 

these five elements. Every sensory object in this world has the basic 

constitution of these five elements. These five elements are responsible for the 

five types of sensations received by sense organs of human body. These 

sensations are i) smell, ii) taste, iii) vision, iv) touch and v) hearing/sound. 

When a person dies, it is said the body converts or decomposes to these five 

elements.  

The living or non-physical element is Atma (soul). It is described as 

‘Knower’ (through which one gains knowledge). The soul acts with the help of 

body. The relationship between the body and the soul is a complex one. 

Philosophical thoughts can be used to understand this complex relationship.  

In Ayurveda the theories of health and disease have been developed on the 

metaphysical assumptions of Samkhya and Vaisheshika schools of philosophy. 

The Samkhya School aims at the removal of all types of sufferings from human 

life because suffering (dukh) is an integral part of disease. The Vaisheshika 
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School aims at physical attributes of human body i.e. the Panchmahabhutas 

named Prithivi (Earth), Jala (Water), Tej (Heat), Vyau (Air) and Akash 

(Space). 

The physical and mental nature of any human being is explained on the 

basis of these two entities i) the Panchmahabhutas i.e. five elements Prithivi 

(Earth), Jala (Water), Tej (Heat), Vyau (Air) and Akash (Space) representing 

physical nature ii) Atma (soul), representing the non-physical element.  

These two entities Panchmahabhutas and Atma are eternal. They are 

neither created nor destroyed. They have always been there. The law of 

conservation of substance is followed in their case. The human body is made 

up of these entities. When the body gets destroyed, it gets converted to these 

five elements. The soul is living and immortal and doesn’t get destroyed. Life 

is the combination of living and non living .When this combination occurs, the 

non living substance exhibits goal directed activities. This combination exhibits 

the emergence of the feeling of 'myself' or 'me' and this feeling is the proof of 

existence of soul. Although the basic constituents are same for all human 

beings still each person has a unique combination of these elements giving rise 

to his or her unique physical nature. Various combinations of these five 

elements and Atma, results in infinite number of personalities.  

The role of physical constitution of a person is very important in 

maintaining health as well as in the treatment of diseases. So the knowledge of 

physical nature is indispensable both for the individual as well as for the 

doctor. The dietary habits, daily routine, exercises and other physical activities 

should be carried out in accordance with one’s physical nature.  

 

 

The Nature of Human Mind 

 

The way physical nature has multiple combinations; there are an infinite 

number of mental constitutions giving rise to a variety of mental frameworks. 

In Ayurvedic texts a broad classification of various mental frameworks has 

been given. In Ayurveda mental framework denotes various personalities. Due 

to varying personalities, we come across people of different nature such as 

courageous, religious, corrupt, depressed, strong willed etc. In fact, there are 

infinite numbers of personalities behaving in infinite ways.  

Ayurveda provides justification of these different personalities on the basis 

of samkhya philosophy. Samkhya philosophy has identified three attributes 

namely 1)Sattva (knowledge/wisdom), 2)Raja (motion), and 3) Tama 

(inaction/passiveness)1.2 (Ambikadatta, 2009)
 
responsible for this difference in 

personalities. These three attributes or tendencies are responsible for various 

human temperaments. A wise person is the one who understands his physical 

as well as mental nature. A wise man has good control over his body, the way a 

skilled driver has good control over his vehicle. According to the samkhian 

system of Indian philosophy, these three tendencies are responsible for the 

Knowledge, Action and Inaction. The sattva is related to knowledge, raja is 
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related to motion and tama is related to inaction. All the worldly phenomena 

are nothing but a manifestation of motion and rest of substances or atoms. The 

three tendencies named under these three attributes give rise to two main types 

of human personalities - rule abiding and rule violating. The rule abiding 

personalities are concerned about right and wrong; they bother about their duty, 

their responsibilities, what they ought to do and what they ought not do. They 

are concerned about right behavior, about the ideal lifestyle for a human and all 

the right things. On the other hand, there are people who never get bothered 

about right or wrong.  

Sometimes, it is not easy to decide what is right and what is wrong. In 

Charak Samhita, a large section is devoted to the rules or the code of conduct 

for an ideal human life 3.1 (Gorakhnath & Kashinath, 2008). Although no set 

of rules can be insufficient to cover all aspects and versatilities of human life, a 

logical approach and ideology representing relationship between health and 

ethical conduct is prescribed. In Ayurveda, the ideal lifestyle for a human being 

is governed by two types of rules namely Swasthavrata (rules for physical 

health) and Sadvrata (rules for mental health).  

Since both mind and body are subject to diseases, one should remain 

healthy both physically as well as mentally. In the process of attaining this 

physical and mental health man automatically attains the lifestyle which 

benefits environment as well as the society. Thus, a healthy body, a healthy 

society and a healthy environment are interrelated. How this interrelation 

works, requires an insight into the concept of health and disease. 

       

 

The Concept of Health 

 

In Ayurveda, the concept of health is defined as equilibrium between three 

Doshas namely Air (Vata), Water (Cough) and Temperature (Pitta). These 

three Doshas are nothing but the three Mahabhutas: Vyau, Agni and Jala. The 

air which is present in the body is known as Vata. The heat which is present in 

the body is known as Pitta. The cough is the moisture (water content) present 

in the body. 2.2 (Atridev, 2004) Health is the proper balance among these 

three. These three are also present in the external environment around us. 

Actually these three are the basic components of the nature. Climate and 

weather conditions are determined by these three. In the same way, the nature 

of body depends on the air, temperature and water content present in the body.  

Any sort of disturbance in the equilibrium of air, temperature and water 

(vata, pitta, cough) causes illness. Ayurveda says there may be infinite number 

of diseases but they all have the same cause i.e. the imbalance of air, 

temperature and water in the body. Ayurveda has given much importance to 

these three while explaining the nature of human body. They are the three main 

governing factors of the nature and are addressed as Gods controlling the entire 

universe and also controlling the body in the form of vata, pitta and cough.  
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Since these three are physical elements, the physical attributes of body are 

dependent upon them.  

In explaining mental nature, the Ayurveda relies upon samkhya 

terminology. Ayurveda considers that man is not just a social being but is a 

rational, responsible, family oriented creature that is born for some purpose. 

The aim of human life should be noble. It should not be directed towards only 

getting worldly pleasures. Although worldly pleasures also play an important 

role in human life but to maximize them is not worthy. They should be enjoyed 

within limits. These limits are termed as Dharma (religion). Worldly desires 

and pleasures represent the kama which is one of the purushartha. In Indian 

philosophy, the aims and quality of human life is explained using the theory of 

Purusharthas. Human life is purposeful and it should be governed by some 

rules and regulations while fulfilling its needs. To govern and regulate human 

life, the Purushartha theory has been put forward by Indian philosophers. They 

have tried to recommend a balanced life which is ideal for human society as 

well as for an individual. According to this theory Dharma (rules and 

regulations), Artha (material assistance for pursuing desires), Kama 

(fulfillment of worldly desires) and Moksha (complete detachment from 

worldly pleasures) are the four basic goals towards which all human efforts are 

directed. But these goals should be achieved in such a way that one should not 

become an obstacle in achieving the other. The Ayurveda came into existence 

due to this demand of humans that the disease is a major obstacle in the proper 

fulfillment of Purusharthas. The ultimate goal of human life is considered as 

Moksha and it can be attained through performing Kama and Artha controlled 

by Dharma.  

As far as the mental nature of a person is concerned, we can briefly say 

that Sattva represents the most Dharmic (following rules and regulations) 

personality followed by Rajasic personality and Tamasik i.e. the Tamasik 

personality will be least rules and regulation following. In Ayurveda, Raja and 

Tama are considered inferior to Sattva. The way Vata ,Pitta and cough are 

related to our body, Raja and Tama are considered as causes responsible for 

malfunctioning of mental capacities. These two doshas are the main cause for 

misdirecting a person in life. They are responsible for the feelings which 

enhance the desires, passions, pleasure seeking tendencies in human beings.  

Once a person becomes slave to the senses, he becomes Vivek shunya 

(incapable of judging what is healthy and unhealthy or right and wrong) and 

falls prey to the reasons causing illness. 

 

 

The Concept of Disease 
 

As described above, Ayurveda defines disease as the imbalance of Air, 

Water and Temperature in the body. When they are in equilibrium the situation 

is termed as health but when this equilibrium gets disturbed the illness occurs. 
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Three situations of air, water and temperature imbalance are covered in 

Ayurveda and are referred as Moderate, Excess and Deficient.  

 

‘Moderate’ represents the healthy state of body while ‘Excess’ and 

‘Deficient’ represent the state of disease. Ayurveda has identified three causes 

of diseases 1: Asatmyaindriyarth samyog (wrong interaction of senses with 

their objects) 2: Pragyanparadh (lack of wisdom) and 3: Parinam (time 

factor). 3.3 (Gorakhnath and Kashinath, 2008) 

1: Asatmyaindriyarth Samyog (wrong interaction of senses with objects): It 

is further classified into three types:  

 

a) Primary senses i.e. those originating from ear, nose, eyes, skin 

and taste buds.  

b) Secondary senses i.e. hands, legs, excretory, reproductive organs 

and tongue 

c) ‘Manaô which is also considered as a sense organ (Indriya).  

 

There are two ways in which the senses comes in contact with their objects  

i) normal,  ii) abnormal. The ‘normal’ results in health. ‘Abnormal’ which is 

further divided in three types (Aati, heen and mithya) is the cause of illness or 

disease.  

2: Pragyanparadh (lack of wisdom) 

An ignorant or careless person can not sustain or remain healthy because 

he can not avoid the factors causing diseases. Ayurveda says that the body of a 

wise person remains under his control because he knows what is healthy and 

what is unhealthy and behaves accordingly.  

3: Parinam (time factor). 

It caters to diseases caused by changes in seasons, weather etc.  

It is advisable that everyone shall follow a lifestyle which helps to avoid 

all the causes of generation of diseases. In Ayurvedic terminology this type of 

behavior is known as Sadacharan or Ethical conduct.  

 

 

The Nature of Ethical Conduct in Ayurveda 

 

The recommended lifestyle or the Sadacharan can be divided in two parts:      

i) Swasthavrat and ii) Sadvrata. 1.3 (Ambikadatta, 2009) 

Swasthavrat is for physical health and Sadvrata is for mental health and 

both are inseparably connected.  

Swasthavrata is further divided into: 1.4 (Ambikadatta, 2009) 

 

a) ritucharya (rules of regimen according to seasons) and  

b) dincharya (daily routine of diet and related activities).  
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The physical atmosphere of our body changes according to the seasons. 

The physical constitution of human body is governed by the three factors - air 

(vata), water (cough) and temperature (pitta). These three constantly change 

according to the environment around us and therefore our body undergoes 

changes. Any considerable change in the environment results in change in the 

human body also. For example in rainy season the moisture or the water 

content increases in the environment and therefore it increases in our body 

also. In this season, the water requirements of our body decreases. Keeping this 

in mind we have to follow the diet plan which helps in maintaining the proper 

balance or the equilibrium of the three doshas. In Ayurveda this is named as 

Ritucharya (behavior according to seasons). Dincharya is similar to Ritucharya 

but focuses on daily routine e.g. during day time and night time. The main 

objective is to maintain the equilibrium of three doshas (air, water and 

temperature depending upon the changing situation of the three factors during 

day and night time. We have to plan our diet and other activities accordingly. It 

depends totally upon the person how he manages to act and maintains his or 

her health. 

Besides following Ritucharya and Dincharya, a person should also be well 

aware of his physical nature (Sharirik Prakriti). Since the three factors (vata, 

pitta and cough) in human body vary from person to person, something 

beneficial for one person may not be beneficial to others. Both vaidya 

(physician) and person himself are responsible for knowing the physical and 

mental nature of a person to cure a disease. Every diet and treatment should be 

prescribed according to the physical constitution of the person. Similarly 

mental nature should also be considered. Every act which is related to the 

health of a person should be performed considering physical and mental nature 

of that person. 

Swasthavrata gives the message that human body should be given 

importance. Ayurveda assumes that all worldly pleasures can be attained only 

through a healthy body and therefore we must take proper care of the body to 

enjoy life.  

Sadvrata provides guidance in keeping the mind healthy. In Ayurveda, 

Raja and Tama are considered as unhealthy mental conditions whereas Sattvic 

mind is considered healthy. Under the dominance of Rajasic and Tamasic 

tendencies a person doesn't behave in right manner, he performs actions which 

are adverse to his health. Sadvrata is the whole set of regimen which a person 

should follow if he wants his wisdom to guide him in the right kind of direction 

and to remain healthy. To maintain health a person has to follow restricted diet, 

a specific life style and proper mindset. Since the body and mind are related 

with each other, only correct mental framework will help in achieving the goals 

of Ayurveda.  
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Relation between Health and Ethical Conduct 

 

To understand relationship between health and ethical conduct, we have to 

recollect the definition of health and disease as per Ayurveda. We know that 

health is a sort of equilibrium and we can say that the any effort or behavior or 

lifestyle which is capable of maintaining it will be treated as an ethical conduct. 

All food that is consumed by us also has the same basic physical constitution 

like our body i.e. air, water, space, earth and heat, (panchmahabhutas). When 

this material goes inside our body it gets transformed into body tissues. If any 

human action destroys the natural properties of these five basic elements, it 

will affect the human body adversely and will make it ill. These days we notice 

various herbs, fruits, vegetables have lost their taste and fragrance. Coriander, 

Rice, Pulses and many others have lost their characteristic flavors and have 

become tasteless. With such changed characteristics, such material will not act 

in the human body in the desired or known pattern. It will be devoid of the 

qualities for which it is known. Charak Samhita 3.1 (Gorakhnath & Kashinath, 

2008) clearly mentions that as the human beings will become more unethical, 

the basic nature of physical elements will get distorted and it will adversely 

affect human body making it ill. The unethical behavior is the root cause of 

unhealthy environment around us. If human acts are performed with greed and 

lusts, they will distract human race from Dharma (rules and laws) of nature. 

With increase in human desires, such tendencies will further increase resulting 

in disturbances in the body.  

The devaluation starts from our mind and then through human activities it 

goes into outer world destroying the basic physical constitution of the 

substances and ultimately harms our health.  

We can trace this chain as manas vikar > rasa vikar > dhatu vikar > 

sharirika vikar (unhealthy mind > diseased plants > diseased body tissues > 

unhealthy body). Mental health, physical health and environmental balance all 

are interrelated. Dharma is nothing but the lawful behavior of human beings 

which guarantees the protection of health as well as environment. 

According to Ayurveda, human life (Ayu) is divided into four types 1) hita 

ayu 2) ahita ayu 3) sukh ayu 4) dukh ayu. These four types of lifestyles indicate 

that worldly pleasures are not always good. If they give pleasure in present 

time but produce harm later, they should be avoided. Human beings while 

performing any action must always think if this act is right and in accordance 

with nature because we are all part of nature. Anything which is harmful for 

the natural environment is harmful for us. The conduct which is not harmful for 

basic constituents of nature is considered ethical conduct. The knowledge of 

natural environment, natural laws, aims of human life, ideal nature of human 

life, the role of a person in family and society; all these can guide a person to 

act wisely. Such type of action will protect health and nature both. 

In Ayurvedic samhitas the disease is also termed as dukha. The complete 

removal of dukha from human life is the goal of Indian philosophical systems. 

Ayurveda also says that diseases strike again and again and we can not get rid 
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of them completely forever. Permanent removal of all sufferings including 

diseases is possible only in moksha. In this situation the mind (mana) becomes 

pure (sattvic) and the human actions truly ideal. 

 

 

Conclusion 
 

Concepts of Ayurveda and Indian philosophy are interwoven. Using these 

principles it is possible to avoid diseases to the best possible extent.  

Ayurveda prescribes ideal life style for human being which is best possible 

in the natural world. Its principles are strongly built on Indian philosophical 

concepts. However, these methods are not just suited to Indian environment but 

apply to all places and all types of foods and ecologies. One needs to determine 

the ethical conduct and its factors e.g. Dincharya (daily routine) and 

Ritucharya (seasonal routine) and the tendencies (Rajasic, Tamasic and 

Sattvic) of actions and inactions. Once these are known, using the right ethical 

conduct, perfect health free from diseases can be attained.  

The relationship is depicted through following illustration:  

 

Figure 1. Relationship among Human Tendencies and Diseases 

 
 

For all human sufferings, the man himself is responsible. Ayurveda puts 

forward a lifestyle which guarantees a purposeful and pleasurable life.  
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